F BB B F AR

B ¥ 45k SR TERARR

INSTITUTE OF INFORMATION ENGINEERING,CAS

F &

2020-5-16
RS2 TIEHER
B=FRPDF: https://mmlab-iie.github.io/

|



https://mmlab-iie.github.io/

R =

iz W

RSB F Ik
52 8] Z AR
R XT IR A

BEES,

%

tH
==



R 5 R W

| sEAYLBEE SR



-

“u

. ‘u,

j ""“V\)"‘b
"l s



1. ZIRSHRF IR

(1) 4E2#EES (Multimodal) ?

#75 (Modality) FSfERF4 TR,
® (EE#ZA (Information Modality) fEREFSERRNEEREFER

computersence . |

human

g I\\\-Ll:l =/

e

"’ b :‘() S (x, O)dx 'M[T(é) ;:)inm ")
. o
K- in L(x, ())J-[( x, O )dx IT")“"< ’

.‘,h) oo

7(x)f (0¥ !
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1. ZIRSINRF

(1) 4E2#EES (Multimodal) ?

1: RN (MOdallty) TEIL:IU\}_LEE_JZ:U\%DEI‘JHEC

® {Elm\dzilb‘
lu\%I:M:EILJ\

Attention

Memories

Pnierences

iy

ppearance

(Information Modality) 1IERFFEXRIENEEREFHER
(Sensory Modality) 1I5RBFIMSEF I NRIZERIFZL

-

N

V erbal

Lexicon
Words

Syntax
Part-of-speech
Dependencies

Pragmatics
Discourse acts

ocal
Prosody
Intonation
Voice quality
Vocal expressions
Laughter, moans

isual )

Gestures
Head gestures
Eye gestures
Arm gestures

Body language
Body posture
Proxemics

Eye contact
Head gaze
Eye gaze

Facial expressions
FACS action units

Smile, frowning j




1. ZIRSHRF IR

(2) SERENRFINARER
2% EiBERNSRAEIERERERARR, BR. XA, A, SMFUaEERS
RSN ol EZR=M, BN EHEEXRER

facebook

BaiXEE
Google

facebook.
twitter.
L) i
M flickr
</ A =L
\ J

§ )
SHES. K. RS AERERYEALYE, WISLH R PRIATASSIEINZ
RUDHTFIHEER, MHEA T ERERIAEREGEERN.




1. SESRF IR

(3) SEEFINIHAFIREE

4 Multimodal Machine Learning:

- %3 (Representation) A survey and Taxonomy

2019 TPAMI

By Tadas Baltrusaiis, Chaitanya Ahuja,and
Louis-Philippe Morency (CMU)

- ¥I37F (Alignment)

- Ft& (Fusion)

https://arxiv.org/abs/1705.09406
v 5 IRFEAHER

- thE (Co-Learning) v 37 RhEBIyH

v 253@B&E Mk

- EEME (Translation)



https://arxiv.org/abs/1705.09406

1. ZIRSHRF IR

(3) SESEINAREE— : TR
EX . FINARTHTNSESHEE, RO REIETEAMITRIER

A: BEEZERZA (Joint Representation)

~ Representation '

Modality 1 Modality 2




1. ZIRSHIREFIMiE

A: BREFER (Joint Reprensetation)
EX: BRIEAEREXNARESEIERZ SR, FEESFAERSHHNEMER

“I like 1117 Joyful tone

@ L 4

_ Tensed voice
Joint Representation

(Multimodal Space)



1. ZIRSHRF IR

A: BEEFERZ (Joint Reprensetation)

Audio-visual speech recognition
[Ngiam et al., ICML 2011]

« Bimodal Deep Belief Network

Image captioning
[Srivastava and Salahutdinov, NIPS 2012] ‘
(0000000

(0000000
* Multimodal Deep Boltzmann Machine :

0000000] (OO00000]

Audio-visual emotion recognition
[Kim et al., ICASSP 2013]

* Deep Boltzmann Machine



1. ZIESNRF IR

A: BEEFERZ (Joint Reprensetation)

Tt INERE T e A= E Gl o e

Nearest images

Nearest images

[Kiros et al., Unifying Visual-Semantic Embeddings with Multimodal Neural Language Models, 2014]



1. ZIRSHRF IR

(3) ZREFINARME—: FRx
EX . FINARTHTNSESHEE, RO REIETEAMITRIER

A: BEE R (Joint Representation) B: <EEEKIR (Coordinated Representation)

Representation | Repres. 1 4—'» Repres 2

| |

Modality 1 Modality 2 Modality 1 Modality 2




1. ZIESNRF IR

B: kEFER (Coordinated Representation)

EX: BEI%MMEY, EARRSERENFRNEXRERAK
t=RB.: Deep canonical correlation Analysis (Deep CCA)

(u*,v*) = argmax corr(u’ X, v'Y)

u,v =
" View H,, \\
. v e . Lot e s’ H,(@0 00 @@ eeH,
® (2] =) \ v o Ut 1V
* v s %o U. N e @e “ 00 00 ©9]
. 3 o0 2 " . w, B 1wv
® . ® o ® Y G é] [;\v,, - - \/]
X by ° Text Image

X Y

[Andrew et al., ICML 2013]



1. ZIESNRF IR

(3) SREFINVARMEE=: W
EX: B ERSEIERIZE N TR BRI R RS

Modality 1 Modality2 B sbgise (Explicit Alignment)

BEHRHARESEYE TR ERIRIN KR

B: FRAXtFF (Explicit Alignment)
KABRINERNRTS T AEESIIER

£
W
—
=
o
0
©
>
QO
=
©
(VS




1. SRS RF IR

A: EAXFF (Explicit Alignment) : B FX)5F

A

XJTE AR
« BERARRSHIBINETE
- ZIREENSHEE

»)Lﬁﬁmﬁﬁﬂp@)@;;v



1. ZIESNRF IR

A: BRXXF (Explicit Alignment) : ZEASFEBIEIE




1. ZIRSHRF IR

B: Fa=X\X5F (Explicit Alignment) : fRRIGE——XF B 5] &R

“A dog with a_tennis ball is swimming in murky water"”

'

dog tennis ball H dog swimming ]\ murky water

[Karpathy et al., Deep Fragment Embeddings for Bidirectional Image Sentence Mapping,
https://arxiv.org/pdf/1406.5679.pdf]




1. ZIESNRF IR

(3) ZRESFINARAE=: S

EX . BE SRS E RS ES

A: BRITERHITT

1) Early Fusion 2) Late Fusion
et = Modality 1=

» Classifier |mmm) |
Modality 2 s Modality 2=




1. ZIRSHRF IR

(3) ZRESFINARAE=: S

EX . BE SRS E RS ES

1) Deep neural networks

2) Kernel based methods

3) Graphical models

Multi-View Hidden CRF



1. ZIESNRF IR

3. ZIRSFINAFIDAMN : Hoik
EX . FHEIEE R — MRS SR IR/ 3 I M — RS

A: ETRERRITE B: ETHRAENT%

Dictionary of translations Dictionary of translations
s ¢ | Fanslation model
[ X X J

Training

Translation

S




1. SRS RF IR

(3) ZESFIRAFAEMN: 55k
EX . FHEIEE R — MRS SR IR/ 3 I M — RS

Visual gestures Transcriptions
(both speaker and — Cr——— i
listener gestures) Audio streams

[Marsella et al., Virtual character performance from speech,
SIGGRAPH/Eurographics Symposium on Computer Animation, 2013]



1. ZIESNRF IR

(3) ZESFINMRBEL: BEFS Prediction

EX: BRSSO TT §
W, GEENNOTRIMUERMTE 3 myerwe L
A: PITEE B: JEFATHE C: REHIE




1. ZIESNRF IR

(3) SESEINHAREER: BEFS

Single-modal Source Domain

Modal-sharing Transfer Subnetwork

convl conv2

convl conv2

convd conv4 convS

i

convd conv4 convs

Text Feature
Extraction

fc7-5

 Pp——

feb-1

dece=

Single-modal
Transfer

fe6-t

Cross-modal
Transfes

Correlation

I
: Enhancement
I

i- Layer-sharing Correlation
| Subnetwork
I
I
I
I

(7 o
Cross-modal Common
Representation

[Huang, et al. Cross-modal Common Representation Learning by
Hybrid Transfer Network, IJCAI 2017]



1. ZIESNRF IR

(3) ZESFIRRMEE: MG

Representation o Enc.oder-dec.:OQer = Model-based
i Joinf o Online prediction o Kernel-based
o Neural networks Alighment o Graphical models
o Graphical models = Explicit o Neural networks
o Sequential o Unsupervised Co-learning
" Coordinated o Supervised = Parallel data
o Similarity = |mplicit o Co-training
o Structured o Graphical models o Transfer learning
Translation o Neural networks = Non-parallel data
= Example-based Fusion = Zero-shot learning
' ; = C t di
o Retr/e\./al. = Model agnostic oncep grour? ing
o Combination = Transfer learning

o Early fusion ,
= Model-based o Late fusion = Hybrid data

o Grammar-based o Hybrid fusion = Bridging



1. ZIESNRF IR

(4) SREFIRANMA

CHALLENGES

APPLICATIONS REPRESENTATION | TRANSLATION [ FUSION | ALIGNMENT | CO-LEARNING

Speech Recognition and Synthesis
Audio-visual Speech Recognition
(Visual) Speech Synthesis

v’ v’ v’
v’

Event Detection
Action Classification
Multimedia Event Detection

AN
LR

Emotion and Affect
Recognition
Synthesis

X
<
<

Media Description
Image Description
Video Description

NARN
NASRN

Visual Question-Answering

NANAN

Media Summarization

Multimedia Retrieval
Cross Modal retrieval
Cross Modal hashing

1y K IS

CO YO (]OC [CC KK

L %"
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2.1 WaEFeEhid: Mk

Vision and Language

Computer Vision (CV) Natural Language Processing(NLP)
* |mage Classification * Language Generation
cat dog4 r‘.rrlug - ht
s N EL' W * Language Understanding
PS5l E~E ERE 5N

RIEE Ee AAR AFA
@S BwF Ems RO
* Object Detection * Machine Translation

* Language Parsing

Encoder .

m?mﬁ
£t

: T

enjoy  the show START _ disfruta del espectaculo

* Segmentation
* Question Answering (QA)

When can | receive the delivery?

Charly Tuesday or on Saturday




2.1 W EFEhid: HHmiz

Vision and Language

Image Understanding + Language Generation = Image Captioning

Standard Image

‘ A zebra standing on top
Caption Generation Model

of a rocky field.

~ Global Video
Caption Generation
Model

A woman riding a
horse




2.1 MEEHhit: (E5HmiE

m SEZ (Visual Question Answering, VQA) : {RIEEIGFIBAESHZAIH
3, BohERERIERER.

AN
—| Playing football.

AL ] B A2

*What are they doing? R
*Are there any humans?

*What sport is being played?

*Who has the ball?

*How many players are in the image?
*Who are the teams?

*|s it raining?




2.1 MEEHhit: NAs=

* An aid to visually-impaired
Is It safe to cross the street now?




2.1 MEEHhit: NAs=

* Survelllance
What kind of car did the man In red shirt leave In?




2.1 MEEHhit: NAs=

* Interacting with personal assistants
Is my laptop In my bedroom upstairs?




2.1 MgaEHhis: (538

" AREERERSSE

(1) BExEf& (RBMSCOCO)
Tsung-Yi Lin et al. “Microsoft COCO: Common Objects in COntext.” ECCV 2014.
http://mscoco.org/




(1) Open-ended task

Why is the girl holding an umbrella?

(2) Multiple choice task

What is the bus number?

b) 1 c)green d)4 e) window trim
h) corn, carrots, i) red j) 125 k) san antonio
onions, rice

n) no 0) 25 p) 2 q) yes

f) blue

) sign
pen

r) white



2.1 MREEHE: FS5S

m A (Visual Question Answering, VQA) BIFERFA:
m ZIESEAN . BSFaE
B ZIESRA: BRBR. mRR. ERZO
. BEESANSHEE: flx + 1585 + JNEBRIR

B BRESHERRE: ERSERE



2.1 MERIERE: HiES

(1) VQA 1.0 (CVPR 2016 Virginia Tech & Geogia Tech)

>0.25 million images
>0.76 million questions

~10 million answers

What color are her eyes? How many slices of pizza are there?
What is the mustache made of? Is this a vegetarian pizza?

O
TN
> A=
- N :
‘ ' - 3 3
: &

Is this person expecting company? Does it appear to be riny?
What is just under the tree? Does this person have 20/20 vision?

FERR
O ZTERIA—EE. FaEk
O FERNESKE




2.1 MEASHR: &

(1) VQA 1.0 (CVPR 2016 Virginia Tech & Geogia Tech)

(TS

IESREAA
2x2x512 LSTM 1024 1000 1000
A 1024
> > > > > > Point-wise “2”
multiplicatio

Fully-Connecte Fully-Connected Softmax

“ . . . » over 1000
ow many horses = are in this' image? most frequent answers

Slide credit: Yash Goyal and Peng Zhang



2.1 MERIERE: HiES

(1) VQA 1.0 (CVPR 2016 Virginia Tech & Geogia Tech)
ESRER-

Is there a clock ... ?

‘ves’ 98%

|s the man wearing glasses
L ?

‘ves’ 94%

Are the lightson ... ?
‘ves’ 85%

Slide credit: Yash Goyal and Peng Zhang



2.1 MEASHE: WESE

(2) VQA 2.0 (CVPR 2017 Virginia Tech & Geogia Tech)
WL TVQA 1.000ESRE
B RRAOEIE<E56%

tHELVQA 1.03EEX
~1.7 {EEHR- B

Where is the child sitting?
arms

FERBR

O FEiRHEEMERR
> 195%EAXRAIER
> B%Z AIHEE B
> 3%EEHEE R

O mERIERE

Slide credit: Yash Goyal and Peng Zhang



2.1 MEASHR: &

3

(2) VQA 2.0 (CVPR 2017 Virginia Tech & Geogia Tech)

M REEFE | “deaf” modelfE [El 2 %26 % 1] ] 55 ! mm) VQA-CP2.0

4096 output units from last hidden layer 1024
(VGG-19, Normalized)

1024 1000 1000
Convolutic)n Layer PoolingConvolution LayePoollngFuLIy Cbr)'necteE ully-Connected

+ an Linearity Layer + Non-Linearity Layer + - i

lI
"

“2”

NE-WISe £y)1y-Connected Softmax
iplication over 1000

most frequent answers

Slide credit: Yash Goyal and Peng Zhang



2.1 MERIERE: HiES

(3) CLEVR (CVPR 2017 Stanford) Sort-of-CLEVR (NerulPS 2017 DeepMind)

CLEVR Sort-of-CLEVR

FERR

O ATERHEGIBEAESERE

O BireIRss. HME. IENKAIFEER

O EZRMERTTRESITEESIER, KEEIEHEED



2.1 MEASHR: &

3

(4) fHEEE: GQA (2018 NeurlPS Stanford)

1. Is the tray on top of the table black or light
brown? light brown

2. Are the napkin and the cup the same color?
yes

3. Is the small table both oval and wooden? yes
4. Is the syrup to the left of the napkin? yes

5. Is there any fruit to the left of the tray the
cup is on top of? yes

6. Are there any cups to the left of the tray that
is on top of the table? no

7. Could this room be a living room? yes

GQA STRUCTURAL TYPE COMPOSITION

choose
12%

logical
10%

compare
3%

verify
22%

>22 M compositional questions

involving a diverse set of reasoning skills

>113K real-world images, each comes with a
scene graph to represent its semantics

GQA SEMANTIC STEPS

object
11%
global
3%

category
relation 6%

52%

attribute
28%

GQA SEMANTIC STEPS




2.1 MEASHE: WESE

(5) FUASMEBENIR: FVQA (2018, TPAMI, Univ. of Adelaide)

~ 5286 compositional questions
~ 2190 real-world images

~ 193,449 facts from knowledge base

FERR
Question: 1 St
What is the red cylinder object in the O EE5MEPAIRE
image is used for? 0 ETNHEEER

Factual Knowledge:
¥ B
<fire hydrant, UsedFor, firefighting> O ZUEAER



2.1 MEASHE: WESE

(5) FUASMEBENIR: OK-VQA (2019, CVPR, Univ. of Adelaide)

Q: Which American
president is associated

with the stuffed animal ~ 14,055 compositional questions,

seen here? . . .
covering a variety of knowledge categories such as

A: Teddy R | ' [
eddy Roosevelt science technology, history, and sports

Outside Knowledge

~ 14,031 real Id i
Another lasting, popular legacy of Roosevelt is the stuffed toy bears—teddy bears— ) rea -WO r I m age s
named after him following an incident on a hunting trip in Mississippi in 1902.

Developed apparently simultaneously by toymakers ... and named after President

L3
Theodore "Teddy" Roosevelt, the teddy bear became an iconic children’s toy, ~ o pe n -d o m a I n k n OW I e dge

celebrated in story, song, and film.

At the same time in the USA, Morris M om ated the first teddy bear, after
being inspired by a drawing of Theodore "Teddy" Roosevelt with a bear cub.

Vehicles and Brands, Companies Objects, Material and
Transportation and Products Clothing

] [ Sports and Recreation ] [ Cooking and Food ]

Q: What sort of vehicle uses Q: When was the soft drink Q: What is the material used Q: What is the sports position Q: What is the name of the

this item? company shown first created? to make the vessels in this of the man in the orange shirt? object used to eat this food?
A: firetruck A: 1898 picture? A: goalie A: chopsticks
A: copper

Geography, History, 1
Language and Culture

[

Weather and Climate J

Q: What days might | most Q: Is this photo from the 50’s Q: What phylum does this Q: How many chromosomes Q: What is the warmest outdoor

commonly go to this building? or the 90’s? animal belong to? do these creatures have? temperature at which this kind
A: Sunday A: 50’s A: chordate, chordata A: 23 of weather can happen?

A: 32 degrees



2.1 MigREHiL: &uEEE

HthVQAZIREE

e Visual Turing Test [Geman et al., PNAS 2014]
* DAQUAR [Malinowski & Fritz, NIPS 2014]

* COCO-QA [Ren et al., NIPS 2015]

* FM-IQA [Gao et al., NIPS 2015]

e Visual7W [Zhu et al., CVPR 2016]

* Visual Genome [Krishna et al., JCV 2016]

* VQA-HAT[Das et al., EMNLP 2016]

e CLEVR [Johnson et al., CVPR 2017]
* VQA V2.0 [Goyal et al.,, CVPR 2017]
* FVQA [Wang et al., TPAMI 2018]

* GQA [Hudson et al., CVPR 2019]

e KVQA [Shah et al., AAAI 2019]

e OK-VQA[Marino et al.,CVPR 2019]
*  VQA-360[Chou et al., WACV, 2020]



http://www.pnas.org/content/112/12/3618.full.pdf
https://arxiv.org/pdf/1410.0210.pdf
https://arxiv.org/pdf/1505.02074.pdf
https://arxiv.org/pdf/1505.05612.pdf
https://arxiv.org/pdf/1511.03416.pdf
http://visualgenome.org/static/paper/Visual_Genome.pdf
https://arxiv.org/pdf/1612.06890.pdf
https://arxiv.org/pdf/1612.00837.pdf
https://arxiv.org/pdf/1606.05433.pdf
https://cs.stanford.edu/people/dorarad/gqa/
http://dosa.cds.iisc.ac.in/kvqa/KVQA-AAAI2019.pdf

=0

2.1 MRERIEHE: FUER

" EEERITEER

Acc(ans) = min

1940. COCO_train2014_000000012015

— =

#humans that said ans

Z} Y

i Open-Ended/Mul tiple-Choice/Ground-Truth

: WHAT OBJECT IS THIS

Ground Truth Answers:

(1) television (6) television
(2) tv (7) television
3) tv (8) tv

(4) tv (9 tv

(5) television (10) television

: How old is this TV?

Ground Truth Answers:

(1) 20 years (6) old

(2) 35 (7) 80 s

(3) old (8) 3@ years
(4) more than thirty years (9) 15 years
old (1@) very old
(5) old

: Is this TV upside-down?

Ground Truth Answers:

(1) yes (6) yes
(2) yes (7) yes
(3) yes (8) yes
(4) yes (9) yes

(5) yes (10) yes




2.1 MaFid: ZARAKE

" AEEEFRRIEN

Ask Me Anything: Free-form Visual Question Answering
Based on Knowledge from External Sources Simple Baseline for Visual Question Answering

Qi Wu, Peng Wang, Chunhua Shen, Anton van den Hengel, Anthony Dick
School of Computer Science, The University of Adelaide
'Massachusetts Institute of Technology

{qi.wu01, p.wang, chunhua.shen, anton.vandenhengel, anthony.dick}@adelaide.edu.au 2Racebook Al Research

Bolei Zhou!, Yuandong Tian?, Sainbayar Sukhbaatar?, Arthur Szlam?, and Rob Fergus®

Compositional Memory for Visual Question Answering Ask, Attend and Answer: Exploring Question-Guided Spatial Attention for

Visual Question Answering
Aiwen Jiang!? Fang Wang? Fatih Porikli? YiLi® 23
Huijuan Xu Kate Saenko
!Jiangxi Normal University 2NICTA and ANU 3Toyota Research Institute North America UMass Lowell UMass Lowell

e % : 3 : -
aiwen.jiang @nicta.com.au {fang.wang, fatih.pori @cs.uml.edu saenko@cs.uml.edu

Deep Compositional Question Answering with Neural Module Networks Where To Look: Focus Regions for Visual Question Answering

Jacob Andreas = Marcus Rohrbach  Trevor Darrell ~ Dan Klein Kevin J. Shih, Saurabh Singh, and Derek Hoiem
Department of Electrical Engineering and Computer Sciences
University of California, Berkeley

{ida, rohrbach, trevor, klein}@{cs, eecs, eecs, cs}.berkeley.edu {kjshih2, ssl, dhoiem}@illinois.edu

University of Illinois at Urbana-Champaign

ABC-CNN: An Attention Based Convolutional Neural Network for Visual

Question Answering Stacked Attention Networks for Image Question Answering
Kan Chen Jiang Wang Liang-Chieh Chen
D e Zichao Yang', Xiaodong He?, Jianfeng Gao?, Li Deng?, Alex Smola!
A WeiXu Ram Nevatia !Carnegie Mellon University, “Microsoft Research, Redmond, WA 98052, USA

Baidu Research - IDL Baidu Research - IDL University of Southern California Oy@CS .cmu.edu, {xiaohe . jfgao’ deng}@microsoft .com, alex@smola. org

gachaoyuan@baidu.com wei.xufbaidu.com nevatiafusc.edu



2.1 MgEEHhiE: EfRELE

n REEBERRLEE: VQA Challenge, GQA Challenge

Welcome to the VQA Challenge 2020!

Deadline: Friday, May 15, 2020 23:59:59 GMT
Countdown: 00 days 16h 56m 20s

I

What is the mustache
made of?

GQA Home  About Download Evaluation f Visualize Paper Slides Contact

Welcome to the GQA Challenge 2020!

DAYS HOURS MINUTES

SECONDS

O|9R1|6@S5|/7R1|9
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52



2.2 MxgREFiRE

EHEE: WiEEVQAIRE!

Image Embedding

4096-dim

Convolution Layer Pooling Layer Convolution Layer Pooling Layer Fully-Connected MLP
+ Non-Linearity + Non-Linearity



2.2 RRERE

EHEE: WiEEVQAIRE!

Image Embedding

4096-dim

T T T T T
Convolution Layer Pooling Layer Convolution Layer Pooling Layer Fully-Connected MLP
+ Non-Linearity + Non-Linearity

Question Embedding

“How many horses are in this image?” 1024-dim

il




2.2 RRERE

EHEE: WiEEVQAIRE!

Image Embedding

Neural Network
Softmax
over top K answers

4096-dim

Y ! Y —> Ply=0x)
C lution L Pooling L C lution L Pooling L Fully-C ted MLP
Sn’\\l/;)nLleiOnneaﬁtyyer ooling Layer Sr;\}/oonlill_lionnea::/yer ooling Layer ully-Connecte P(y: . l x)
P C
+1
Question Embedding -
(F:atures ) classifier
“How many horses are in this image?” 1024-dim

il




2.2 MxgREFiRE

BEFEENINHRIVQAIREL (2016 EMNLP)

What is the name of the What number of cat is
cafe? - bagdad laying on bed? - 2

Image credit: Human Attention in Visual Question Answering:



2.2 MxgREFiRE

Blf: EZTIHNE
Attention Mechanism (Soft)




2.2 MxgREFiRE

BF = HNEIVQAIEEL(2016 CVPR)
- ME—RiFEHAGEERCER BiRXE?

What are sitting in the basket on a bicycle?

Image credit: Stacked Attention Networks for Image Question Answering



2.2 MxgREFiRE

BFEENHIVQAIREI(2016 CVPR)
- MR—RIESHDAEERXIDBFXE? RAZSIEST

A

What are sitting in the basket on a bicycle?

Image credit: Stacked Attention Networks for Image Question Answering



2.2 RRERE

BFESNHIVQAIREI(2016 NIPS)
- W{EXIEEES AR, KiEREPEEXAER?

What
are
sitting
N

the
on
a

?




2.2 RRERE

BFESNHIVQAIREI(2016 NIPS)
- W{EXIEEES AR, KiEREPEEXAER?

What
are
sitting
N

the
basket




2.2 MxgREFiRE

EFESNEIRIVQAIREL(2016 NIPS)
« Hierarchical Co-Attention (NIPS 2016)

Answer: white

What is the color of the
bird ?

what is the color of the bird ?

the
What = he | color | of || the |[ bird
IS of ,

—_———— e ]
e
-
-
-
e
-
=== o —— -
N
N
N
N
N
N
N
= —— = — — -
e
7
7
7
e
7
e o = - - - — -

g
=2 F--
Q
—-~
7]

~

I what is the of the bird ?

Z\l\lh»a;ﬂs-l*he colc

7

the || color

(o)
=l
[ o
-
(9]
C.
o0



2.2 MxgREFiRE

HtbEfil. RRNVQAIRE

4096 output units from last hidden layer 1024
(VGGNet, Normalized)

+

b = Fully-Connected
Convolgion Layer Fully-Connected MLP
Convolution Layer Poaling Layer  + Nan-Linearity Pooling Layer

+Non-Linearity

2X2X512 LSTM

1024

Point-wise
Fully-Connected Softmax
maltiplication

Fully-Connected

“How many horses are in this image?”

Aishwaya, Lu, Antol et.al 2015

Image feature

CNN ~— cafeteria:0.01
9| yes:0.81

6 o— no:0.15

are these people family? —s |©|are —
¥ : ople:0.02
O| these i
Softmax
: Word feature
O| people

One-_hot vector

Zhou et.al 2015

SCORE
MLP
BoW CNN BoW
What is the weather like? It is sunny.

Jabri et.al 2016
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2.2 RRERE

BEFESNHIRVQAIRE]

feature vectors of different C\' Episodic Memory O Episodic Memory

partsofimage Im ”ml" Kitchen [Ammhn ”ml" Palm

: CNN f 1 it |
o N o 8, ussiion | Input Module Cusstion ]
John moved to the garden. Where is the - m: 'k:nnd mo.t
Question: Query _\‘{— = B E Answer: John got the apple there. gt , background?
What are sitting ' . g I, g John moved to the kitchen.
in the basket on | g 9 Sandra got the milk there.
a bicycle? I
L3, _.: _____ | John dropped the apple.
Attention Iayer 1 Attention layer 2 ot Ve 0 the ofos:
(a) Text Question-Answering (b) Visual Question-Answering

SAN (Yang et. al. 2016) DMN (Xiong et. al. 2016)

I What color on the stop light is lit up I‘ II I I

' color stop light it ~ \
i l color " I st::’ep | li ht"ﬂ‘

coLor . Ilght 8 ﬁ ;

t s “\ E ’/’E ‘\\ : lhes!op light

| What " color ]E” stop “ Ilght ID ‘ I naes
Question: What color on the ll’,. ,,I>

stop lightis litup ?

co-attention

HieCoAtt(Lu et. al. 2016)
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Q
l

Linear
Tanh
Replicate

Linear Linear
Tanh

q
Is the mustache
oz I — TR W
,_/ _____ I/ |
' : := W W, Y
—El—— | @gmage—

| e '

v T T

MUTAN (Younes et al 2017)

Softmax

no
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Modular Network / Programmer ({I{Af#/RESZCARE? )

Where is Question: Are there more cubes than yellow things? Answer: Yes
the dog? | LESIM ings+| LSTM s LSTM || seeates [ Classifier |
things LS;I'M S | ™ e -
yellow—»| LSTM | |-+ LSTM |—»{ count Execution
Gy ety I , i ¥ - Engine
1 | r
count | =| where color th | greater than |
Parser ( Layout | an—»| LSIM | 1 ‘-SIM = e 3 3
: [ | cubes——b‘ LSTM ‘ —>| LSTM '—> <SCENE> | w:“ I oo:nt l
“e==| dog - | & v filter || filter
| 1
more—>{ LSIM ] ——{ LSTM ]—» count : ;:01 ::' 3 m
filter 4 A
there—P{ LSTM ] —>{ LSTM '—> shape @
P [cube]

L]
Are —»| LSTM | -+ LSTM |—»| <scexe>
= G Predicted
rogram Generator Program

Modular Network (Andreas et. al. 2015) Jonhson et. al. 2017
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Introduction to VOQA

Exa

ple:

Question:
What is the red cylinder object in the
Image Is used for?

Visual info is not enough!

Factual Knowledge:
<fire hydrant, UsedFor, firefighting>

* Most of visual questions require external knowledge to
answer.
* Existing VQA datasets rarely involve questions that require

external knowledge to answer.

Mucko: Multi-Layer Cross-Modal Knowledge Reasoning for Fact-based Visual Question Answering



FVOQA Dataset

understand
Image

commensense
knowledge

reasoning
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FVOQA Dataset

Number of  Number of  Num. question  Average quest.  Average ans. Knowledge  Supporting-

Dataset images questions categories length length Bases Facts
DAQUAR [12] 1,449 12,468 4 11.§ 1.2 - -
COCO-QA [Y] 117,684 117,684 4 8.6 1.0 - -
VQA-real 5] 204,721 614,163 20+ 6.2 1.1

Visual Genome [1]] 108,000 1,445,322 7 5.7 1.8

Visual7W [10] 47,300 327.939 7 6.9 1.1

Visual Madlibs [¥] 10,738 360,001 12 6.9 2.0 - -
VQA-abstract [5] 50,000 150,000 20+ 6.2 1.1 - -
VQA-balanced [67] 15,623 33,379 1 6.2 1.0 - -
KB-VQA [61] 700 2,402 23 6.8 20 1 -
Ours (FVQA) 2,190 5,826 32 9.5 12 3 v

* collects a knowledge base of 190,000 facts (<ey, r, e5>) from

DBpedia, ConceptNet, WebChild.
* each <question-answer> pair Is associated with a supporting-fact.

* about 97.6% of collected questions require commonsense knowledge.

[Peng Wang et al.] TPAMI 2018 FVQA: Fact-based Visual Question Answering

Mucko: Multi-Layer Cross-Modal Knowledge Reasoning for Fact-based Visual Question Answering 2



Related Work

* gquery-mapping based methods

* learning based methods
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Related Work

query-mapping based methods

e, f\
Object Detector
Scene Classifier
Attribute Classifier

Extracted Visual Concepts:

Cat
Object Dog

Fence
Scene Yard

Sitting
Action

Standing

Knowledge Base

Climbing Trees
Chasing Rats

CapableOf
CapableOf

ImgID: ‘Imgl’
Question: Which animal in this image is able to climb trees?

Question-Query Mapping:

<‘CapableOf’, ‘Object’, ‘Image’> = LSTM(Question)

KB Query:
{?X, ?Y} = Query(‘Imgl’, ‘CapableOf’, ‘Object’)
?2X Y Compute the matching score
) . between each ?Y and the
Dog Playing Frisbee question keyword ‘climb trees’
Cat Chasing Rats (for the case AS = ‘Image’)
Cat Climbing Trees € Matched

Answer: ‘Cat’
Supporting-fact: (‘Cat’, ‘CapableOf’, ‘Climbing Trees’)

[Peng Wang et al. TPAMI 2018] FVQA. Fact-based Visual Question Answering
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Related Work

learning based methods

Object,
Scene, Action
Predictors

Image + Question +
Visual Concepts
MLP Embedding

/

CNN

/ Correctly Retrieved Fact:

(Carrot, IsA, Orange Vegetable)

Which object in the image
is an orange vegetable?

v

v

Answer Source .
Selection

LSTM

Relation Glove Fact

Embedding | Embedding

y
Final Answer: Carrot

(Visual Concept, Relation, Attribute)

[Narasimhan et al. ECCV 2018 Straight to the Facts: Learning Knowledge Base
Retrieval for Factual Visual Question Answering]
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Related Work

learning based methods

Gl alf
(0).
2 awle L
Input
Citric o) Graph
fruit {7 2
N\ i E H(o),
/—> \ orange
Question: AT :; hidden layers (\
Which object is a citric fruit? \ / %\
Gr (L)\
Node H
1 ' : l’
1 !
Embedding 1 (HWy,) ‘ Graph
: - Conv
| ! ! La
RS
) 1\
IA : '\. “
‘ | \
S I 1
| \
'
I
! - .
| Sec 3.1: Fact Retrieval | | Sec 3.2: Answer Prediction | , Answer:

S orange
Outputs

[Narasimhan et al. NIPS 2018 Out of the Box: Reasoning with Graph Convolution Nets for Factual
Visual Question Answering]
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Related Work

Limitations

*  Vulnerable to misconceptions
* Reasoning without visual information
* Ignoring relational and semantic information

* Incorporating visual information without selection

Mucko: Multi-Layer Cross-Modal Knowledge Reasoning for Fact-based Visual Question Answering



Motivation

vvegrit ey Tl

T

"

V W

| semantic

Lo !
: \_fire hydrant ;
| B
|
| . o
' . 3

----§

\— - e e o ® \ , @ .“
. @ ®
e
Y
{ -------------- ~
0 factual :
: fire hydrant, UsedFor, firefighting 'I

Human:

1. visually localize ‘the red cylinder’

2. semantically recognize it as  ‘fire hydrant’

3. connects the knowledge that ‘fire hydrant Is used for
firefighting
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Motivation

Cross-Modal Knowledge Reasoning

firefighting

A <
#J. pl‘ 2 3 §°
6"’, X N

paa

Dense Captions =
Woman is wearing blue shorts. IS On 5, At ocation |
[—— —_—
Red fire hydrant on the g. g street
i sidewalk. | &
A A0 -
Woman is next to fire hydrant. y &

visual
semantic
Jact

What is the red cylinder object
in the image is used for?

Chain on fire hydrant. < o

| Question g i [waon B
) 1

8 B -

)i[BM IpIs

[ Supporting-fact: <fire hydrant, UsedFor, firefighting> Answer: firefighting

Goal

Find the optimal node from the factual as the final answer.

Challenge
How to collect the question-oriented and information-complementary

evidence from visual, semantic and knowledge perspectives ?

Mucko: Multi-Layer Cross-Modal Knowledge Reasoning for Fact-based Visual Question Answering



Motivation

Human Cognition Theory

i Medial temporal lobe system:
@grated System SDMTL * provide a network that stores an integrated

\

>

embedding of the neocortical system state
t Situation

~

Neocortical system:

* Each oval forming an embedding

Neo- (representation) of a specific kind of
Information.

* Blue arrows represent learned connections
that allow the embeddings to constrain each

f 1! other.

:\ “. the bat hit ...”

| 72 - -
B: (w “...the numbat eats ants...”
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Motivation

Multi-Layer Cross-Modal Knowledge Reasoning (Mucko)

Cross-Modal Knowledge Reasoning

* Multi-layer graph representation
firefighting

= visual layer: object appearance

! <9, . . .
oy, and visual relationships
& . .
Dhiins Cltads 5 W semantic layer: high-level
- Woman is wearing blue shorts. =] [On ;- AtLocation | abstraction
Red fire hydrant on the g- E- street
 sidewalk. 5 W fact layer: knowledge of facts

: o 1
Woman is next to fire hydrant. $€¢" &

\ Chain on fire hydrant.

. b Heterogeneous graph convolutional
Question S WalkOn 4 visual |l t k
| What is the red cylinder object g 4 g -\‘t:"‘l(l"”(' ne Wor
(Bemmepma®? L ~ BE 1 adaptively collect complementary
Supporting-fact: <fire hydrant, UsedFor, firefighting> Answer: firefighting J eVi d ence iﬂ the mu |t| - |ayer grap hS.
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Motivation

Framework

Knowledge
base of facts

T

What is the red cylinder object in
the image is used for?

Question

DenseCap

Fact Retrieval

Cross-Modal Heterogeneous Graph Reasoning

Multi-Modal Heterogeneous Graph Construction

Visual Graph

< ¥

Object Regions ey \

Spatial Relationship -

Intra-Modal

Cross-Modal
Knowledge Reasoning

v
Vi

—>

~ —

A 4
person vj \
J — >

car

fire hydrant '
J€——>| /

Candidate Facts
<Fire hydrant, UsedFor, Firefighting>

Fact Graph
Street

<Fire hydrant, AtLocation, Street>

Knowledge Selection

Visual-to-Fact Conv.

/

Street

>

<Fire hydrant, HasProperty, Red>
_.

Fire hydrant
UsedFor,

<Car, UsedFor, Transport> Car ()-£8€al0r,

Transport

Dense Captions Semantic Graph

Red
Semantic Shorts fﬂ

Woman is wearing blue shorts.
Red fire hydrant on the sidewalk. Grapn roperty

S
S Firefighting
S -
X W.
)

' ®Fire hydrant

Car (-UsedFor , o Transport

Red

Shorts Property

Woman is next to fire hydrant. Parsing \% Fire hydrant
 —

)
= yy %
WalkOn

\' Chain on fire hydrant.

Woman Sidewalk |

Two stage

) ‘\§ Fire hydrant
S
S

WalkOn O

Q‘Woman

Sidewalk  /

f Fact-to-F
Aggr.

Semantic-to-Fact Conv.

Z

Lo}
r—~

a

/

* Multi-Modal Heterogenous Graph Construction
* Cross-Modal Heterogeneous Graph Reasoning
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Motivation

Framework

Multi-Modal Heterogeneous Graph Construction

Spatial Relationship . ’Visukal Graph
«
i i I e'./.
) Object Regions / ij
: fire hydrant T R il
T Vv
RGN person v} \ /

car ~ R

Candidate Facts Fact Graph

Street

<Fire hydrant, UsedFor, Firefighting> Red

<Fire hydrant, AtLocation, Street> 2

Knowledge Fact Retrieval <Fire hydrant, HasProperty, Red> — A
_—_’
base of facts

Fire hydrant
T <Car, UsedFor, Transport> Car(-UsedFor, Transport
: : o Dense Captions Semantic Graph
xh‘f‘t Is th.e red ;yflln;ler object in Woman is wearing blue shorts. Red
e image is used for? . Semanti
é i Red fire hydrant on the sidewalk. ﬁ;",‘;‘l',‘h“ Shorts f”raperty
uestion - : .
Woman is next to fire hydrant. Parsing 13 Fire hydrant
DenseC iyy %
enseap > WalkOn
. Chain on fire hydrant.

Woman Sidewalk |

» Multi-Modal Heterogenous Graph Construction
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Motivation

Framework

Cross-Modal Heterogeneous Graph Reasoning
p S\
Intra-Modal
Knowledge Selection

S
S Firefighting
&/ )
¥

,-%&

)
®TFire hydrant

Car (-UsedFor , o Transport

Red

Shorts Property

Fire hydrant
= @ Y
— \%ﬁq}{‘o K —
WalkOn O

Q‘Woman Sidewalk

» Cross-Modal Heterogeneous Graph Reasoning
€ Intra-Modal Knowledge Selection
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Motivation

Framework

Cross-Modal Heterogeneous Graph Reasoning

\
Z

Cross-Modal
Knowledge Reasoning

Vlsual to Fact Conv.

'Fact-to-Fact
— A Aggr.

/
| o e—— /

m Answer
m

L& ’/

Semantic-to-Fact ConV

» Cross-Modal Heterogeneous Graph Reasoning
@ Cross-Modal Knowledge Reasoning
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Motivation

Multi-Modal Heterogeneous Graph Construction

/ Faster
i R-CNN

‘Multi-Modal Heterogeneous Graph Construction.

Spatial Relationship —— VlSllal Graph
. . iy e—p1
Object Regions Y ]
fire hydrant -

person vj \ /

car a B

Faster-RCNN Is used to
extract a set of objects, 0 =
{Oi}£{=1(K = 36).

Each object has a 2048-d
feature.

Construct a visual graph

GY = (WV,E") overO

le € R2048

spatial relationship 1}’ =
X ViYe Wi Ry Wil

) ) ) )
Wi hi Wi hi Wihi
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Motivation

Multi-Modal Heterogeneous Graph Construction

‘Multi-Modal Heterogeneous Graph Construction

Dense Captions

Woman is wearing blue shotts.

Woman is next to fire hydrant.

DenseCap

» Chain on fire hydrant.

Red fire hydrant on the sidewalk.

Semantic Graph
Red

Semantic Shorts
S lProperty

Parsing

=
—E 2
\W %
WalkOn

Woman Sidewalk |

(4

(

i * DenseCap is used to

: generate dense captions

! about image.

I+ SPICE is used to convert text
! into semantic graph G° =

| (VS,E®) .

.+ Each node and edge Is

i represented by GloVe

: embedding.

I s v E R300

: . 7,.iS € RSOO

‘\_ ___________________________

Semantic Graph

Mucko: Multi-Layer Cross-Modal Knowledge Reasoning for Fact-based Visual Question Answering
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Motivation

SPICE

Reference captions

"A white bus parked in a parking lot next to a car.”

"A couple of people standing outside a bus.”

"People in a parking lot with luggage, a bus, and some cars."

"A man with several suitcases stands next to a bus while another
couple stands by their car with an open trunk."

"A large tourist bus is awaiting luggage from riders."

Reference scene graph Candidate caption & scene graph

“a man standing next to a parked

motorcycle”
a
uggage awaﬁ?larg white
/ptour'St/,Orider
, - ___—yOawait from
Oseveral—Osuitcase™aN, .. (bus
parked
Ostand next to
and outside
motorcycle
man
couple next to

standing

QopenD)trunk

SPICE F-Score: 0, Pr: 0, Re: 0
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Motivation

Multi-Modal Heterogeneous Graph Construction

Fact Retrieval
Knowledge 1ev R

base of facts

T

What is the red cylinder object in
the image is used for?

Question

Candidate Facts
<Fire hydrant, UsedFor, Firefighting>
<Fire hydrant, AtLocation, Street>
<Fire hydrant, HasProperty, Red>

<Car, UsedFor, Transport>

‘Multi-Modal Heterogeneous Graph Construction

Fact Graph
Street

Red Q
’%%p § Ffireﬁghting
2, 9 0
RNV
2

Fire hydrant
Car(-UsedFor, ~ Transport

act Graph

’—

@SN EEN EEN NN EEN EEN EEN EEN EEN BN EEN EEN B BN BN BN BN BN B B BN BN B B By,

for each fact <el, r, e2> of KB,
compute the cosine similarities
of (el,e2) and (01,02,-:0306)
average these similarities to
assign a score to the fact

sort and select top-k facts
according to scores.

train a relation classifier to
predict relation type based on
the question

filter the facts according to
relation type.

Mucko: Multi-Layer Cross-Modal Knowledge Reasoning for Fact-based Visual Question Answering

-------------_,



Motivation

Intra-Modal Knowledge Selection

llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

Vo Questlon guided Node Attention: evaluate the'g
4 fﬁ\ : relevance of each node corresponding to the question by

o X g at tention mechanism.
\ / a; = softmax(w! tanh(W,v; + Waq))
<> ’

*
------------------------------------------------------------------------------------------------------------------

®Red Street

<)
2
OFire hydrant

Car (-UsedFor | o Transport

Red

Shorts Property

'\ @ Fire hydrant

y \
WalkOn

W()man Sldewalk
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Motivation

Intra-Modal Knowledge Selection

¥ 27

Red Street
%,, Firefighting
2 ®
GAQ
OFire hydrant

Car (-UsedFor | o Transport

Red

Shorts Property

'\g @ Fire hydrant

%W &
WalkOn >®

\\W()man Si&ewalk

llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

g"Question-guided Node Attention: evaluate the:
relevance of each node corresponding to the question by :
- at- tention mechanism. '

a; = softmax(w! tanh(W,v; + Waq))

*
------------------------------------------------------------------------------------------------------------------

lllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

SQuestion-guided Edge Attention: evaluate the
importance of edge constrained by the neighbor node v;
- regarding to v; as:

: ".'3:}-?- - soft.lnax('wg' t.anh(W:;’v; + W4q'))

-------------------------------------------------------------------------------------------------------------------

Mucko: Multi-Layer Cross-Modal Knowledge Reasoning for Fact-based Visual Question Answering



Motivation

Intra-Modal Knowledge Selection

llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

e, oVl g‘Question-guided Node Attention: evaluate the:
/?‘i\ : relevance of each node corresponding to the question by :

o  at- tention mechanism.
\ / a; = softmax(w! tanh(Wv; + Waq))
<> )

%
/

*
------------------------------------------------------------------------------------------------------------------

lllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

?ed | Street : Question-guided Edge Attention:  evaluate the:
Y Fireﬁ%hting importance of edge constrained by the neighbor node v;
2 : regarding to v; as:
> .
®Tire hydrant :

Bji = softmax(wy tanh(W3v’ + Wyq'))

-------------------------------------------------------------------------------------------------------------------

Car (-UsedFor | o Transport

oRed gather the
Shorts Property neighborhood  information  and  update  the
= @ Fire hydrant representation of vi as:
%W K m, = Z B0’
WalkOn >® L — =3
. Woman Sidewalk JEN;

'i)i = ReLU(W7[m7;, a?;'v,;])
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Motivation

Cross-Modal Knowledge Reasoning

Visual-to-Fact Conv. Visual-to-Fact Convolution: gather complementary
‘‘‘‘‘ Information from visual graph by cross-modal
convolutions.

;" = softmax(w, tanh(Wgd] + Wo[9]", q]))
'Fact-to-Fact
Aggr.
/ ‘

Semantic-to-Fact Conyv.
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Motivation

Cross-Modal Knowledge Reasoning

Visual-to-Fact Conv.

'Vlsual to-Fact Convolution: gather complementary,
Information from visual graph by cross-modal
convolutions.

’yJVLF—qoftma.x(wC &Ilh(Wg’U + Wolo!', q]))

’———————————

'Fact-to-Fact

“Aggr.
gg :Semantic to-Fact Convolution: gather complementary-

ulnformatlon from semantic graph by cross-modal i
' convolutions.

Semantic-to-Fact Conyv.
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Motivation

Cross-Modal Knowledge Reasoning

Visual-to-Fact Conv.

y Fact-to-Fa
“Aggr.

1ct

Semantic-to-Fact Conyv.

visual vector factual vector semantic vector

i '

Gate

——

gate? = o(Wyo[m]™* , TN

[mVF mSF AF]

S-F AF])

= Wi, (gate; o

Mucko: Multi-Layer Cross-Modal Knowledge Reasoning for Fact-based Visual Question Answering



Motivation

Cross-Modal Knowledge Reasoning

Visual-to-Fact Conv.

'Fact-to-Fact

Aggr. / e
th [

m m Answer
Semantic-to-Fact Conv. In = — Z [a. yilng; +b- (1 —y;)In(1 - 0:)]

iENF
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Experiments

Datasets

FVQA: The FVQA dataset consists of 2,190 images, 5,286 questions and a
knowledge base of 193,449 facts. The knowledge base is constructed by
extracting the top visual concepts from all the images in the dataset and

querying those concepts from three knowledge bases, including DBPedia
ConceptNet and WebChild.

Visual7W+KB: generated based on the test images in Visual/W by filling a
set of question-answer templates that need to reason on both content and
external knowledge. Visual/W+KB consists of 16,850 open-domain
question-answer pairs based on 8,425 images in Visual /W test split.

OK-VQA: The questions in OK-VQA are manually generated by MTurk
workers, which are not derived from specific knowledge bases. It requires
the model to retrieve supporting knowledge from open-domain resources,
which I1s much closer to the general VQA but more challenging for existing
models. It contains14,031 images and 14,055 questions.
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Experiments

Evaluation Metrics Top-1 accuracy
Top-3 accuracy

Experiment Content
* Comparison with State-of-the-Art Methods

* Ablation Study

 Visualization
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Experiments

Comparison with State-of-the-Art Methods

State-of-the-art comparison on FVQA dataset

Method

Overall Accuracy

top-1 top-3
LSTM-Question+Image+Pre-VQA [ 1] 24 .98 40.40
Hie-Question+Image+Pre-VQA [11] 43.14 59.44
FVQA (top-3-QQmaping) [ 1] 56.91 64.65
FVQA (Ensemble) [10)] 58.76 -
Straight to the Facts (STTF) [Y] 62.20 75.60
Reading Comprehension [6] 62.96 70.08
Out of the Box (OB) [~] 69.35 80.25
Human [ 1] 77.99

Mucko

73.06 = 0.39

85.94 1 0.46

top-1: T 3.7%
top-3: T 5.7%

Mucko: Multi-Layer Cross-Modal Knowledge Reasoning for Fact-based Visual Question Answering



Experiments

Comparison with State-of-the-Art Methods

State-of-the-art comparison on Visual/w+KB dataset

Mathiod Overall Accuracy
top-1 top-3
KDMN-NoKnowledge [ ] 45.1 -
KDMN-NoMemory [ ] 51.9 -
KDMN [5] 57.9 -
KDMN-Ensemble [5] 60.9 -
Out of the Box (OB) ' [¢] 57.32 71.61

Mucko (ours)

68.88 1+ (.52 85.13 = 0.67

top-1: T 11.5%
top-3: T 13.5%
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Experiments

Comparison with State-of-the-Art Methods

State-of-the-art comparison on OKVQAdataset

Method Overall Accuracy
top-1 top-3

Q-Only [ 7] 14.93 -
MLP [7] 20.67 -
BAN [ 1] 23.17 -
MUTAN [!] 26.41 -
ArticleNet (AN) [ /] 5.28 -
BAN + AN [7] 25.61 -
MUTAN + AN [7] 27.84 -
BAN/AN oracle [ 7] 27.59 -
MUTAN/AN oracle [ 7] 28.47 -
Mucko (ours) 29.20 £+ 0.31 30.66 + 0.55

top-1: T 0.7%

Mucko: Multi-Layer Cross-Modal Knowledge Reasoning for Fact-based Visual Question Answering



Experiments

Ablation Study

Overall Accurac
Method op-1 top_3y
Mucko (full model) 73.06 85.94
3 | w/o Visual Graph 69.12 78.05
4 | w/o Semantic Graph & Visual Graph 20.43 29.10
5 | S-to-F Concat. 67.82 76.65
6 | V-to-F Concat. 69.93 80.12
7 V-to-F Concat. & S-to-F Concat. 70.68 82.04
8 | w/o relationships 72.10 83.75

Model 1: evaluate the influence of Intra-Modal Knowledge Selection.

Mucko: Multi-Layer Cross-Modal Knowledge Reasoning for Fact-based Visual Question Answering



Experiments

Ablation Study

Overall Accurac
Method op-1 mp_3y
Mucko (full model) 73.06 85.94
1 w/o Intra-Modal Knowledge Selection 70.50 81.77T
2 | w/oSemantic Graph 71.28 82.76
i 3 | w/o Visual Graph 69.12 78.05
:\ 4 | w/o Semantic Graph & Visual Graph 20.43 29.10
5 S-to-F Concat. 67.82 76.65
6 V-to-F Concat. 69.93 80.12
7 | V-to-F Concat. & S-to-F Concat. 70.68 82.04
8 | w/o relationships 72.10 83.75

Model 2-4: evaluate the influence of each layer of graphs.

1. Both semantic and visual graphs are beneficial to provide
valuable evidence for answer inference.

2. The visual information has greater impact than the
semantic part.

Mucko: Multi-Layer Cross-Modal Knowledge Reasoning for Fact-based Visual Question Answering
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Experiments

Ablation Study

Overall Accuracy

Method fop-1 top-3

Mucko (full model) 73.06 85.94

1 w/o Intra-Modal Knowledge Selection 70.50 81.77

2 | w/o Semantic Graph 71.28 82.76

3 | w/o Visual Graph 69.12 78.05

4 | w/o Semantic Graph & Visual Graph 20.43 29.10
"5 | S-to-F Concat. 67.82 76.65 ‘:
6 V-to-F Concat. 69.93 80.12 1
i 7 | V-to-F Concat. & S-to-F Concat. 70.68  82.04

- 8 | w/orelationships | 72.10  83.75

Model 5-7: evaluate the effectiveness of the proposed cross-
modal graph convolutions.

1. Concatenating the mean pooling of all the semantic/visual
node features with each entity feature

2. Proves the benefits of cross-modal convolution in gathering
complementary evidence from different modalities.

Mucko: Multi-Layer Cross-Modal Knowledge Reasoning for Fact-based Visual Question Answering



Experiments

Ablation Study

Overall Accuracy

Method fop-1 fop-3

Mucko (full model) 73.06 85.94
1 w/o Intra-Modal Knowledge Selection 70.50 81.77
2 | w/o Semantic Graph 71.28 82.76
3 w/o Visual Graph 69.12 78.05
4 | w/o Semantic Graph & Visual Graph 20.43 29.10
5 | S-to-F Concat. 67.82 76.65
6 | V-to-F Concat. 69.93 80.12
7 V-to-F Concat. & S-to-F Concat. 70.68 82.04

{8 | wlorelationships 72.10 83.75 |

Model 8: evaluate the influence of the relationships in the

heterogeneous graph.

1. It proves the benefits of relational information, thoughit is
less influential than the modality information.

Mucko: Multi-Layer Cross-Modal Knowledge Reasoning for Fact-based Visual Question Answering



Experiments

Visualization

Visual Graph

Ratio of total gate values: 32.48%

§IE SN WIS N SR e e e

JETIE R

(I T TN T

Fact Graph

E £ IR RN T
Ratio of total gate values: 46.35%

Semantic Graph

T80 Bl

T T3 X
Ratio of total gate values: 21.17%

- assistive technology kitchen
0.08
0.48
Question: Which device in the
image can free peoples hand? ;
Pred. / Gt Answer: dishwasher (V) automation hand wash | counter
Ratio of total gate values: 20.03% Ratio of total gate values: 49.54% Ratio of total gate values: 30.43%
hand white
0.32 20
0.09 ) 20
[/;r"(/ P
uestion: What is the white round 200, 2

thing held by hand in the image

used for? 0.13 0.09

Pred./Gt Answer: hold food (V) " d bowl plate food table
O T e T N O e i e e e T e T

Ratio of total gate values: 33.87%

Question:  which part of the

machine in the image can be used

for l(pinlg?
'G

Pred. Answer: kevboard (V)

0.10

OB. Answer: laptop (X)

atio of total gate values: 27.06%

Question: Where can you find the
right object on the table shown in
the image?

GT Answer: wedding

Pred. Answer: party (X)

glasses

\
(0!
Rc\alt"m) keyboard

TS RUTWE TR W V7T VRN IR AR TN WD VO ariny u Ny WOimeesy
Ratio of total gate values: 43.61%

9)

wedding

Ratio of total gate values: 40.22% gy
computer e

-

chai

black Ratio of total gate values: 25.91%

0.094,
27, 7,
&47

0.45

0.14  Nex

O L G L e (e gL
Ratio of total gate values: 29.33.%
white

table round

Mucko: Multi-Layer Cross-Modal Knowledge Reasoning for Fact-based Visual Question Answering



Experiments

Visualization

Case Visual Graph Fact Graph Semantic Graph
. . , ; — . =
Ratio of total gate values: 32.48% Ratio of total gate values: 46.35% Ratio of total gate values: 21.17%
' assistive technology kitchen pot
- 0.08 i A1) [0.11 Dy,
) 7
o 1y oS N black
‘ % 4d 0.50 ropertv(0.42)
| - 7
’( 0.48 ‘ Dicsier. (03] 0.08
; prsomie U0 33 __AbC dishwasher

Question: Which device in the ishwasher 0.19
image can free peoples hand? e
Pred. / Gt Answer: dishwasher (V) counter

| E | 1 | 1 11 [EIS TGN ORI T 8 A A IE (HET AT I ]

Ratio of total gate values: 20.03% Ratio of total gate \dluu 49.54% Ratio of total gate values: 30.43%
spoon cup hand white
0.10 ¢, 15)
Seop R5 /7
0.32 = 20 ey 5
0.09 (.29
n - ~ - . 0 36)

(?.t_msnon: What is the white round 2 0 2p ;
thing held by hand in the image 0.13
used for? , g
Pred./Gt Answer: hold food (V) bowl plate food

Mucko is capable to reveal the knowledge selection mode.

* |In most cases, factual knowledge provides predominant clues compared with
other modalities because FVQA relies on external knowledge to answer.

* More evidence comes from the semantic modality when the question involves
complex relationships.

Mucko: Multi-Layer Cross-Modal Knowledge Reasoning for Fact-based Visual Question Answering



Experiments

Visualization

T T e T T T T e e T T I e T T e T e o e R T e e N T T
Ratio of total gate values: 33.87% Ratio of total gate values: 40.22% ¢yne black Ratio of total gate values: 25.91%
computer ;
0.09~,
0.10_ 74,

- y
Question:  which part of the
machine in the image can be used
for typing?

Pred./GT Answer: keyboard (V)
OB. Answer: laptop (X)

%sey) el ey,
77 , "
e On(0.59
L0 . ) Qn0.220.0.11

P(”(' A 0.
RM"’MN’ (/7"///_ >5 0.14 M}'board
A
0.09 0.31

mouse enter mouse

Mucko has advantages over the state-of-the-art model.

* Mucko collects relevant visual and semantic evidence to
make each entity discriminative enough for predicting the
correct answer while OB failing to distinguish representations
of ‘laptop’ and ‘keyboard’ without feature selection.

Mucko: Multi-Layer Cross-Modal Knowledge Reasoning for Fact-based Visual Question Answering



Experiments

Visualization

Error example

e T T R T I L L L L e U TIE
atio of total gate values: 27.06 Ratio of total gate values: 43.61% Ratio of total gate values: 29.33.9
glasses chair candle white
e T 0. 14
‘ % < 0. w
Question: Where can \ou ﬁnd the
right object on the table shown in
the image?
GT Answer: wedding
Pred. Answer: party (X)

Mucko fails when multiple answers are reasonable for the
same question.

* Since both “wedding” and “party” may have cakes, the
predicted answer “party” In the last example iIs reasonable
from human judgement.

Mucko: Multi-Layer Cross-Modal Knowledge Reasoning for Fact-based Visual Question Answering 2



Conclusion

* We propose Mucko for visual question answering requiring
external knowledge, which focuses on multi-layer cross-modal
knowledge reasoning.

* We novelly depict an image by a heterogeneous graph with
multiple layers of information corresponding to visual, semantic
and factual modalities.

* We propose a modality-aware heterogeneous graph
convolutional network to select and gather intra-modal and
cross-modal evidence iteratively.

* Our model outperforms the state-of-the-art approaches

remarkably and obtains interpretable results on the benchmark
dataset.

Mucko: Multi-Layer Cross-Modal Knowledge Reasoning for Fact-based Visual Question Answering
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Did anyone enter the room

Is there smoke in any room x
last week?

around you?

Yes, 127 instances logged

i o
@@ VYes, in one room on camera

Go there and look for people x Were any of them carrying x

a black bag?

o RAERER AL A RIER] U HERE)

A
. 2 <
i | - i®| Peter just uploaded a picture
from his vacation in Hawaii
b <}
= Great! Is he at the beach? x
°
- (e)el  No, on a mountain ¥, NEIELIERANESE, NIBam Is my pose right?
- EEAENMNZE, MEBRSRREN
x RN ENEG?
J e o e e smers B L AEE 257 No, you should raise your
B arms higher.

BEWET URE NHEER, XIS
RASM, OB FH-

» BT HESFERNERER
» BREBANEFRE IR (PERY, REER) (FTEL/NES, S, Sesdais)

@



3.1 TARRRITIE?

> MRINEESS

ﬂ'])\ Captioning |
Two people are in a
. 1% J wheelchair and one is
holding a racket.
- EfgdEAR C 0 -1 BAIXGIER SR
H={C, (Qp, A, ..., (Qui AL} Visual Dialog
NP Q: How many people are on
- HRIEIA/A O, VQA wheelchairs ?
Q: How r:narllyhp'eo;:;Ie B v
" ?n TR RE Q: What are their genders ?
H'JH:'I e A: One male and one female
o PEXNHEESERMNI0MERIEZZE  Q: How many wheelchairs ? % YZELC; gne 's holding a
28 A: One A: The woman

%ﬁAZ {A1,A2, .- A1oo} ':I:'\ﬂ_?fl:#
EER



3.2 REXTIEAYHEEE

Challenge 1: Multiple Answers Challenge 2: Visual Reference

Q: Do you see any birds?
Visual Dialog
Q: How many people are on
wheelchairs ?

A: Two

Valid Answers

| do not see any birds

Nope  Not at all

|
l

|

|

l

| -

I Q: What ard theirigenders ?
l

l

l

l

l

No, Notthat | can see



3.2 X IERIFEER

: C: Aman doing a grind on a skateboard. ;

|
' Q1: Is theiimanion the skateboard? I
| A1: Yes, heris: :
b e, I
'Q4: Is hqryoungeri of olden? I
| Ad: He i$ t the-middle=agéd. |
| Q5: Is therg sky in the picture? |
I'A5: Yes, thé-sky is deep blue. :

|

|

I C: Alarge bus is tipping over on the
| street near buildings.

1 Q1: Is this a yellow school bus?

I A1: No, it is a city bus.

: Q2: See any stop signs?

I A2: No, there are no signs at all.

I Q3: Any people?
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- EIRIHEERE: WMAEREKIEERAEEACHNERIERAE?

DualVD: An Adaptive Dual Encoding Model for
Deep Visual Understanding in Visual Dialogue

AAAI 2020

Xiaoze Jiang!-2, Jing Yu!", Zengchang Qin?, Yingying Zhuang?, Xingxing Zhang3, Yue Hu' and Qi Wu*

Microsoft

Research .. 2..
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Motivation

e
=8 B S ~ | Notdon'tthink
CNN p /9 . /7 e \ Decoder | they are together
- — o/ NS o | don't thin
e p— 7 ?///// Decoder | they are together prmi
R Image | 7/ / Y S Do you think Fay ,00""“‘@
i ayer
0660 (il the Ansier; the woman is LSTM
Y i LSTM with him?
woman is with him? - Question @,
Question Q, -
- 6@/ & Wesghted sum
LST™M c/
tehndhin > )
t rounds of history N
(concatenated) \ E}

t rounds of history Attention aver histary

{(Caption), (Q,A)). ... (Q,,. A, )

s Late Fusionl!l (LF) » Memory Network [l (MN)

o e e e e S S e e e e e . e S e e e o S S o S

//
/ Bre 3 P
* T
Image 1 o i

—_—
What color are the jeans? E f—
Question @ K 71
YT

o g e e e e e e e e

|
! |
=
"Q

~——

The role of visual information has
been less studied |

e e e

T rounds of History
N OCankiQ Ak (€ Al

T i s i b A S s A e S s i A e S e e s Sl

a Co-Attentionl?! (CoAtt)

\

[1] Abhishek Das, Satwik Kottur, Khushi Gupta, Avi Singh, Deshraj Yadav, J ose M. F. Moura, Devi Parikh, and Dhruv Batra. Visual dialog. In CVPR,
pages 1080-1089, 2017.

[2] Qi Wu, Peng Wang, Chunhua Shen, lan Reid, and Anton van den Hengel. Are you talking tome? reasoned visual dialog generation through
adversarial learning. In CVPR, pages 6106-6115, 2018.
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Motivation

C: A man doing a grind on a skateboard.
Q1: Is the man on the skateboard?
Al: Yes, he is.

Q4: Is he younger or older?

A4: He is in the middle-aged.

QS5: Is there sky in the picture?

@ Yes, the sky is deep blue with some cloudy

Image

History

» Visual Dialogue task demands the agent to adaptively focus on diverse visual content with respect to the
current question.

> The key challenge in Visual Dialogue task is thus to learn a more comprehensive and semantic-rich
image representation, which may have adaptive attentions on the image for variant questions.

DualVD: An Adaptive Dual Encoding Model for Deep Visual Understanding in Visual Dialogue




Motivation

gA man doing a grind on a skateboard.
|Q1: Is the man on the skateboard? |

Al: Yes, he 1s.

Q4: Is he younger or older?
A4: He is in the middle-aged.
QS5: Is there sky in the picture?
@ Yes, the sky is deep blue with some cloudy

the man skateboard

Prospect

Image

History

» Visual Dialogue task demands the agent to adaptively focus on diverse visual content with respect to the
current question.

> The key challenge in Visual Dialogue task is thus to learn a more comprehensive and semantic-rich
image representation, which may have adaptive attentions on the image for variant questions.

DualVD: An Adaptive Dual Encoding Model for Deep Visual Understanding in Visual Dialogue




Motivation

C: A man doing a grind on a skateboard.
Q1: Is the man on the skateboard?
Al: Yes, he is.

Q4: Is he younger or older?

Ad4: He is in the middle-aged. . 3 4
[QS: Is there sky in the picture? } > ¢ =
@ Yes, the sky is deep blue with some cloudy

sky

Background

Image

History

» Visual Dialogue task demands the agent to adaptively focus on diverse visual content with respect to the
current question.

> The key challenge in Visual Dialogue task is thus to learn a more comprehensive and semantic-rich
image representation, which may have adaptive attentions on the image for variant questions.

DualVD: An Adaptive Dual Encoding Model for Deep Visual Understanding in Visual Dialogue




Motivation

C: A man doing a grind on a skateboard.
Q1: Is the man on the skateboard?
Al: Yes, he is.

the middle-aged man

[04: Is he younger or older? } >
A4: He is in the middle-aged.

QS5: Is there sky in the picture?

@ Yes, the sky is deep blue with some cloudy

Higher-level semantics

Image

History

» Visual Dialogue task demands the agent to adaptively focus on diverse visual content with respect to the
current question.

> The key challenge in Visual Dialogue task is thus to learn a more comprehensive and semantic-rich
image representation, which may have adaptive attentions on the image for variant questions.

DualVD: An Adaptive Dual Encoding Model for Deep Visual Understanding in Visual Dialogue




Motivation

» Dual-coding theory [:
Our brain encodes information in two ways: visual imagery

visual imagery | and textual associations.

h

» When asked to act upon a concept, our brain re-trieves either
images or words, or both simult-aneously.

textual associations =

» The ability to encode a concept by two different ways
strengthens the capacity of memory and understanding.

[1] A. Paivio, “Imagery and Verbal Process.” New York: Holt, Rinehart and Winston., 1971.

DualVD: An Adaptive Dual Encoding Model for Deep Visual Understanding in Visual Dialogue




Motivation

Input Block Reasoning Block

Image Visual Module

"""""""""""""""""""" » Inspired by the cognitive process, we first propose a novel
1’ framework to comprehensively depict an image from both
| visual and semantic perspectives.

| o s o s o

T R » Based on the dual encoding framework, we propose a new
e — method to adaptively select question-relevant information from

the image in a hierarchical mode:

Dialogue History arous
C: A man doing a grind on a skateboard.
Q1: Is the man on the skateboard? d . . . .. .
Al Yes, heis. ( 4 o ) (1) intra-model selection: captures the visual and semantic information
Ot sheyoungorolder? | 4] mmmeeeend S_e.n_narztic_M_o_dyle.-.G P individually from the object-relational visual features and global-local
Ad4: He is in the middle-aged. A man doing a grind oba .
Q5: s there sky in the picture? _onaskateboard, Caption___ semantic features
AS: Yes, the sky is deep blue with some clouds. Man on a skateboard. Local
’W Blue jeans on a man. Caption
A blue sky with clouds. . . . .« e . .
| 06: Are there other people around? JE b A ik o 2 Skatehoatd J (2) inter-modal selection: obtains the joint visual-semantic knowledge
by correlating vision and semantics.
[ Answer AG6: Yes, there are several people around. ]

DualVD: An Adaptive Dual Encoding Model for Deep Visual Understanding in Visual Dialogue




Is he wearing shorts?

Current Question O

C:l.f; man doing a trick on his skateboard on a

wall.

Q1: Is he young or old?
Al: Young, late teens.
Q2: Is he in mid-air?
A2: Yes.

QS5: What color is his shirt?
AS5: Purple.

Question Embedding

B

| g/

Dialogue History H

Faster | ey |-
R-CNN

Visual Relationship
Encoder

Q

-

SaTe——-"

Question-Guided
Relation Attention

Question-Guided
Graph Convolution

Visual Module

Visual Embedding

_______________

\,
~

» The core structure of the model is divided into two parts:
Visual-Semantic Dual Encoding
Adaptive Visual-Semantic Knowledge Selection

— 1 — Object-Relation —
Feature Fusion
| ’
. tion-Guided N
Image Caption C s . . i |
Semantic Attention Semantic Module [
ﬁ_ ml?nt goin a kalim e ~ :
is skateboard on a wall. _’[—]_ » 1
A LSTM ” M Caption Embedding} ) 4
Dense Caption Z Global-Local | »(G
« The man is wearing LSTM __E Feature Fusion :
black pants. A 1
: Skateboard in the air. LSTM > )y :
« The boy is wearing a b J' [
shirl LSTM > ) }

Visual Knowledge
Embedding

DualVD: An Adaptive Dual Encoding Model for Deep Visual Understanding in Visual Dialogue
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s Visual Relationship
Encoder

Q

-

ST~

Image Caption C

A man doing a trick on
his skateboard on a wall.

Dense Caption Z

¢ The man is wearing
black pants.
« Skateboard in the air.

o e e e

. '.I.‘l}e boy is wearing a
shirt.

’

4
’

» Visual-Semantic Dual Encoding

DualVD: An Adaptive Dual Encoding Model for Deep Visual Understanding in Visual Dialogue




Is he wearing shorts?

Current Question O

C:l‘iA man doing a trick on his skateboard on a
wall.

Q1: Is he young or old?
Al: Young, late teens.
Q2: Is he in mid-air?
A2: Yes.

QS5: What color is his shirt?
AS: Purple.

Dialogue History H

Question Embedding

»
Ll >y

Question-Guided Question-Guided .
Relation Attention Graph Convolution Visual Module
Visual Embedding
Object-Relation —y
Feature Fusion
Question-Guided . N
Semantic Attention © Semantic Module ‘=
—> LsST™M _}—— L e — v i v
Caption Embeddi
Global-Local 2ption Embedding p
LSTM J———»f—— Feature Fusion iy ! >
—»{ LsTM_}— p! J J' A i
!
LSTM TP_ J ,,'
"""""""" z - Visual Knowledge

» Adaptive Visual-Semantic Knowledge Selection

Embedding

DualVD: An Adaptive Dual Encoding Model for Deep Visual Understanding in Visual Dialogue
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® Visual-Semantic Dual Encoding Visual Encoding and Semantic Encoding

» Propose a novel framework to comprehensively depict an
image from both visual and semantic perspectives.

/ Visual Relationship N
Encoder

Object Regions

* Scene Graph Construction
= v' Nodes: Use a pre-trained Faster-RCNN to detect

/ N objects in an image and then describe each node
as a 2048-dimentional vector.

v' Edges: Use a pre-trained visual relationship
encoder!!] to encode relationships between the
subject and object.

Image /

[1]J. Zhang, Y. Kalantidis, M. Rohrbach, M. Paluri, A. Elgammal, and M. Elhoseiny “Large-scale visual relationship understanding,” in A4A41, 2019.
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® Visual-Semantic Dual Encoding Visual Encoding and Semantic Encoding

» Propose a novel framework to comprehensively depict an
image from both visual and semantic perspectives.

e Multi-level Image Captions

Each image is represented as a hierarchical semantic
description:

v Global image caption: the captions provided by
the dataset.

-

Image Caption C

A man doing a trick on his
skateboard on a wall.

Dense Caption Z . . . .
(e s wermg ) v Local image caption: the top & dense captions
] black pants. 1 extracted by the DenseCap[l] .

[ 4
< Skateboard in the air.

o i
i e

« The boy is wearing a shirt.

,’
/
I
]
\
\N

[1] Johnson, J.; Karpa- thy, A.; and Fei-Fei, L. 2016. Densecap: Fully convolutional localization networks for dense captioning. In CVPR, 4565-4574.
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® Visual-Semantic Knowledge Selection

(1) Intra-modal selection: Visual selection and Semantic selection
(2) Inter-modal selection

Visual Module intra-selection

%

Question l 1 1 l
Vi Vi Vi
v v. Visual V; Global Visual
. j .
Relation Update Object Information > P
d Visual Embedding
S .
o \  emmmmmmmmm—mm—m—————— | gate] = a(Wy[hi, hi] + by) ‘I
I{a,-j = softmaz(W,(W2Q? o War;;) + by) : I{ Bij = softmaz(Wg(Qf o (Walh;,7i;])) + bg) : : ﬁ:’ = Ws(gate; o [h;, %,]) + bs :
I [ (I I
: 7 ;T : : h Z Bijh : :7'? = sopimas WG [Welel) + b,,):
17 — Qqjlij i = Pijity 1 ¥
N e e ———— D N - S 4o -yt )
o o o o o o o ”,
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® Visual-Semantic Knowledge Selection

(1) Intra-modal selection: Visual selection and Semantic selection
(2) Inter-modal selection

Visual Module intra-selection

f Semantic
Question l Information Update
R el Caption Embedding
N
o
l‘\'\E_,'/ Global-Local Information Fusion
A ———— Sy ——_——_——_——_
I q S Y T \I " \‘
1 57? = softmaa,((Wlet 4 bzl) (szm,- + bzg)) I I o
1 _ I | gate® =o(W[C?, 29 +b.) |
: C(I = 6‘17C I I 5 . - - I
1 i : : T:W7(gate'0[C",Zq])+b7 :
. Z1=Y 6% 1 N J
\-——————————'—:2— ———————————— ',
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® Visual-Semantic Knowledge Selection

(1) Intra-modal selection: Visual selection and Semantic selection
(2) Inter-modal selection

Inter-modal selection

Visual Embedding

G g

Visual Knowledge
[ Embedding

Caption Embedding

selective visual-semantic fusion
via gate operation

o )
gate® = o(W[I,T] + bs) :
o 1

S = gate® o [I, T :
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® Late Fusion Encoder

»  Late Fusion

Fused Feature

P

Candidates A Az e Awo

P -\ Visual Knowledge
4 {  Embedding
: (— Duall )
Image I —— | Encodin E
: — g J :
\~ —————— - l’
E—
Current Question ———» LSTM —E
0 -
)
Dialogue History H ——» [STM i
————oo
EEEEEEE—
Answer Candidate 4 —» LSTM R
————oo

) 4

Softma
X

Score 0.20 0.05--- 0.03

» Our model has complementary advantages with existing research work on dialogue history, it can also be
applied to more complex decoders and fusion strategies.

» We utilize the simple late fusion and discriminative decoder to highlight the advantages of our visual

encoder.

DualVD: An Adaptive Dual Encoding Model for Deep Visual Understanding in Visual Dialogue




> Dataset

VisDial v0.9 : built on MSCOCO images,
divided into train, test and val set.

VisDial v1.0 : all the splits of VisDial v0.9 serve as the train set (120k) ,
test set (8k) and val set (2k) consist of dialogues on extra 10k COCO-like
images from Flickr.

> Evaluation Metrics

VisDial v0.9 : utilize retrieval metrics: MRR, R@k (k= 1, 5, 10) and Mean
VisDial v1.0 : NDCQG is added as an extra metric for more comprehensive analysis.
Lower value for Mean and higher value for other metrics are desired.

» Experiments
(1) Overall Results on VisDial v0.9 and VisDial v1.0

(2) Ablation study

(3) Visualization

DualVD: An Adaptive Dual Encoding Model for Deep Visual Understanding in Visual Dialogue




» Compare with State-of-the-art

MRR

R@1

R@5

R@10 Mean

Table 1: Comparison on validation split of VisDial v0.9. Table 2: Comparison on test-standard split of VisDial v1.0.

LF (Das et al. 2017)
HRE (Das et al. 2017)
MN (Das et al. 2017)
SAN-QI (Yang et al. 2016)
HieCoAtt-QI (Lu et al. 2016)
AMEM (Seo et al. 2017)
HCIAE (Lu et al. 2017)
SF (Jain, Lazebnik, and Schwing 2018)
CoAtt (Qi et al. 2018)
CorefMN (Kottur et al. 2018)
(¥ SNIN=(Ehens ei-al=26 5=

58.07
58.46
59.65
57.64
57.88
61.60
62.22
62.42
63.98
64.10

6085 =Gy O A0S =38 B o S =

43.82
44.67
45.55
43.44
43.51
47.74
48.48
48.55
50.29
50.92

74.68
74.50
76.22
74.26
74.49
78.04
78.75
78.96
80.71
80.18

84.07
84.22
85.37
83.72
83.96
86.84
87.59
87.75
88.81
88.81

5.78
5.72
5.46
5.88
5.84
4.99
4.81
4.70
4.47
4.45

6294 48.64 80.89 89.94 4.17

MRR R@I R@5 R@10 Mean NDCG
LF (Das etal. 2017) 5542 40.95 7245 8283 595 4531
HRE (Das et al. 2017) 54.16 39.93 7047 81.50 6.41 45.46
MN (Das et al. 2017) 55.49 40.98 72.30 8330 5.92 47.50
LF-Att (Das et al. 2017) 57.07 42.08 74.82 85.05 541 40.76
MN-Att (Das et al. 2017) 56.90 42.43 74.00 8435 5.59 49.58
CorefMN (Kottur et al. 2018) 61.50 47.55 78.10 88.80 4.40 54.70
VGNN (Zheng et al. 2019) 61.37 47.33 77.98 87.83 457 52.82
RVA (Niu et al. 2019) 63.03 49.03 80.40 89.83 4.18 55.59
DI 61 (Guo, Xu, and Tao 2019) _ _ 62.20_ 47.90 80.43 8995 4.17__57.32_

| MDualVD 63.23 49.25 80.23 89.70 4.11 56.32

DualVD: An Adaptive Dual Encoding Model for Deep Visual Understanding in Visual Dialogue

v Our model consistently outperforms all the approaches on most metrics and slightly underperforms than the
model using multi-step reasoning and complex attention mechanism.




» Ablation Study

Table 3: Ablation study of DualVD on VisDial v1.0.

Model MRR R@1 R@5 R@10 Mean NDCG
ObjRep 63.84 49.83 81.27 90.29 4.07 55.48
RelRep 63.63 49.25 81.01 90.34 4.07 55.12
VisNoRel 63.97 49.87 81.74 90.60 4.00 56.73
VisMod 64.11 50.04 81.78 90.52 3.99 56.67
GlCap 60.02 45.34 77.66 87.27 4.78 50.04
LoCap 60.95 46.43 78.45 88.17 4.62 51.72
_SemMod____61.07 46.69 _78.56_388.09 _4.59 _51L.10_
i DualvVD 64.64 50.74 82.10 91.00 3.91 57.30

A4
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DualVD: An Adaptive Dual Encoding Model for Deep Visual Understanding in Visual Dialogue

v Each component is effective.



» A critical advantage of DualVD lies in its interpretability: DualVD is capable to predict the attention weights in the
visual module, semantic module and the gate values in visual-semantic fusion.

* Visualization of visual objects v, v,
Step 1 Step 3
L5
»
O

Question
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» A critical advantage of DualVD lies in its interpretability: DualVD is capable to predict the attention weights in the
visual module, semantic module and the gate values in visual-semantic fusion.

* Visualization of visual objects v, v,
Step 1 Step 2 I‘ v, Step 3 I‘ ,
‘ ‘
Question .

« Visualization of caption * Visualization of Gate Value
@ Visual Embedding

G,
w1 G The ratio of visual module
. 1 v
__________ 1
e i
j o —

"""" Mo b p—) |
""" 1
---------- e H

ok pa— Ge - . : Ge

Question Semmmmmmmmeeee ‘ Em—»(c The ratio of semantic module
Caption Embedding G
Visual Knowledge
Embedding
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e Case

Image Dialogue History

C: 2 boys playing disc golf in a forest.

Questionl1 Are the boys teenagers?

Answerl They are young boys.

| Question2 Do you see a lot of trees?
Answer2 Yes, a ton of trees.

| Question3 Dose 1 of the boys holding the disc?
Answer3 They are both holding discs.

DualVD: An Adaptive Dual Encoding Model for Deep Visual Understanding in Visual Dialogue



e Case

Questionl | Are the boys teenagers?
Answerl They are young boys.
Visual Module Semantic Module

— | LU RN B T T I T I NIE N W T TEnmnanaIeme
- Ratio of total gate values: 55.96% Ratio of total gate values: 44.04%

2 boys playing disc golf in a forest.
A man wearing blue shorts.
Boy holding blue frisbee.
Two people playing with a frisbee.
A blue shirt on a man.

Boy wearing blue shirt.
Blue shorts on the man.

DualVD: An Adaptive Dual Encoding Model for Deep Visual Understanding in Visual Dialogue




* Case
| Question2 Do you see a lot of trees?

Answer2 ‘ Yes, a ton of trees.

Visual Module Semantic Module

(50 1 S0 I B 1M W0 R IR TR I NI N EnTe 1 17 EEE T O TINIU I I miniormannd
Ratio of total gate values: 60.20% } Ratio of total gate values: 39.80%

2 boys playing disc golfin a forest.

A man wearing blue shorts.
Boy holding blue frisbee.
Two people playing with a frisbee.
A blue shirt on a man.

e S e v Boy wearing blue shirt.
o T, e Blue shorts on the man.

|
|
[
|
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e Case

Question3 Dose 1 of the boys holding the disc?
| Answer3 They are both holding discs.

Visual Module Semantic Module

| [FTENERR 11 AN S EURD 0% O ORI e e e i rm mimr m o mmnn ommnrmEnTw v
Ratio of total gate values: 54.90% Ratio of total gate values: 45.10%

2 boys playing disc golf in a forest.

A man wearing blue shorts.
Boy holding blue frisbee.
Two people playing with a frisbee.
A blue shirt on a man.

Boy wearing blue shirt.
Blue shorts on the man.

DualVD: An Adaptive Dual Encoding Model for Deep Visual Understanding in Visual Dialogue




e (Observation

» The amount of information derived from each module highly depends on the complexity
of the question and the relevance of the content.

» The visual information is more important than semantic information to image
understanding in visual dialogue.

» DualVD is capable to capture the most relevant visual and semantic information
regarding the current question.

DualVD: An Adaptive Dual Encoding Model for Deep Visual Understanding in Visual Dialogue




Challenges

Challenge 3: Visual Content Understanding

|

I C: Aman dom a grind on a skateboard. |
I Ql:ls thefn manpn the skateboard?
j Al Yes, he Is.

|7 mm—— ==
[ IS Ay~ ———{
| A4 Hels |n_r_h_e_m|dd'|e aged.
] Q5:ls there.sky'ln the picture?
| A5: Yes, the sT<y is deep blue.

|
|
|
Q4 Is he youngerlorl olderi? :
|
|

1 C A large bus is tipping over on the street near I
| buildings. |
| Q1:ls this a yellow school bus? [
1 Al:No, itis a city bus. [
| Q2: See any stop signs? |
1 AZ2: No, there are no signs at all. I
I Q3 Any people? |
| I
| h

DualVD: An Adaptive Dual Encoding Model for Deep Visual Understanding in Visual Dialogue
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Motivation

Discriminative Method

/ Answer candidate \

set
Al: I cannot see. Select an answer
A2: 1t is blue. > A3
A3: No, it is a city bus.
A4: It is a sunny day! .. e .
\_ - _/ limited ability in real WOI‘ld«

Generative Method

~

y
I, you, hlt, bhle, sunny, red, Generate an answer
better, mouse, house, phone,

-

Vocabular

job, bus, an, the, old, see, is,
no, any, at, people, signs, it,

Qll, a, trees, attitude, ... /

», No, itis a city bus

on the street.

crucial to achieve human-like conversation

@
{ No, itis a city bus.

?
.. { No, there are no signs at all.

| am your visual dialogue chat bot: v, nice to meet you!
Please enter an image.

Ok ! A large bus is tipping over on the street near

buildings.
Is this a yellow school bus? } B
See any stop signs? } B

DAM: Deliberation, Abandon and Memory Networks for Generating Detailed and Non-repetitive Responses in Visual Dialogue




Motivation

Traditional Generative Method

U
2

A °)(®) ' | am your visual dialogue chat bot: v, nice to meet you!
: ‘d Please enter an image.

Any people? }

Yes, there are in the people are in the people

Repeated Words in Response ¢ . _
are in the people are in the people are.

Are see any meters?}

Brief ¢

DAM: Deliberation, Abandon and Memory Networks for Generating Detailed and Non-repetitive Responses in Visual Dialogue




Motivation

/ Yes , there <EOS\

—~— " . . | - .Il\ s
T >
Image 1 T
Knowledge Vector K]

Any people? > Encoder —>»=—F | 1stm | Lstm | Lstv |

Current Question Q T T T
C: A large bus is tipping over on <SOS> Yes y are
the street near buildings. k /
Q1: Is this a yellow school bus?
Al: No, it is a city bus.
Q2: See any stop signs? 3 Traditional Generative
A2: No, there are no signs at all. Method

Dialogue History H Global semantics, lack the detailed input information

DAM: Deliberation, Abandon and Memory Networks for Generating Detailed and Non-repetitive Responses in Visual Dialogue




Motivation

s 1
. . i
Traditional Generative Decoder, e)e)l DAM
1
[ Answer The mountain and the mountain and the mountain. ] I [ Answer The mountain is very steep and there are mountains in the distance. ]
th mountai e mountai I th mountai - distanc
e n | & noA c A
e | (e N amm) | (e |
»Each DAM module performs an I “ a a
adaptive combination of the response- : "ol U add ol
. S
level semantics captured from the I ("- ] [ |
encoder and the word-level semantics I | |8 — || P ad sl o —/
. . | |
specifically selected for generating - PAN BN SN IN— N\ —
each word.
/ Input Unit ( ) / Dialogue History H \\
C: A man is riding a snowboard and he is
Knowledge Base high above the snow.
a Q1: Can you tell how old the man is?
- Al: No.
S 5
. . Image Dialogue History = Q9: Are there any clouds?
Green color: response-level semantlcs g 29, Yo
Blue color: word-level semantics Knowledge Vector = \ /
) f Question Q )
K I Question L Does anything else stand out?

DAM: Deliberation, Abandon and Memory Networks for Generating Detailed and Non-repetitive Responses in Visual Dialogue
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» Two Level Semantic Decode Layer T
DAM cell
v" Response-level semantic decode layer
v" Word-level detail decode layer 4 1 O

» Modular Architecture

v" Deliberation Unit
v" Abandon Unit
v" Memory Unit

K } d,
Deliberation 4 Abandon
Unit Unit

v DAM can be combined with existing visual X1 KB O
dialogue models by adapting the Deliberation
Unit to the corresponding encoder.

» Universal Architecture

DAM: Deliberation, Abandon and Memory Networks for Generating Detailed and Non-repetitive Responses in Visual Dialogue




Of@g,‘, Response-level Semantic Decode Layer (RSL)

v" RSL is responsible for capturing the global

information to guarantee the response's DAM cell

fluency and correctness. r,
- LSTM, |-
Sy S,

1
where x_ ,1s the previous generated word,
s7 1s the memory state of LSTM,.. ;I
X1

DAM: Deliberation, Abandon and Memory Networks for Generating Detailed and Non-repetitive Responses in Visual Dialogue
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v WDL incorporates the essential and unique
visual dialogue contents (i.e. question, dialogue
history and image) into the generation of current
word to enrich the word-level details.

Word-level Detail Decode Layer (WDL)

DAM cell

Ny = LSTMd([xT—laKT—l]asd )

7—1

K } d,
Deliberation 4 Abandon
Unit Unit

!

Qr— 1

where K_,1s the updated knowledge vector in the

T — 1 step,

Srd 1s the memory state of LSTM,,

[-,-] denotes concatenation.

DAM: Deliberation, Abandon and Memory Networks for Generating Detailed and Non-repetitive Responses in Visual Dialogue




Word-level Detail Decode Layer (WDL)

? o

» Deliberation Unit DAM cell

v' Deliberation Unit aims to adaptively leverage
the encoder structure to extract the most related
and detailed information for current word
generation.

K } d,
Deliberation 4 Abandon
Unit Unit

Qr— 1

v To prove the effectiveness of DAM, we
combine it with three typical encoders: LF, MN,
DualVD.

DAM: Deliberation, Abandon and Memory Networks for Generating Detailed and Non-repetitive Responses in Visual Dialogue
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» Abandon Unit

Word-level Detail Decode Layer (WDL)

DAM cell

v Abandon Unit further filters out the redundant
information while enhancing the word-specific
information from both the global and local
encoded clues.

K } d,
Deliberation 4 Abandon
Unit Unit

X1 KB Or1

gatet = o(Wy[n,, K:| + b,)
d, = gate? o [n; K]

DAM: Deliberation, Abandon and Memory Networks for Generating Detailed and Non-repetitive Responses in Visual Dialogue




Oxﬁ%‘, Two Level Information Fusion

» Memory Unit DAM cell
v 1 O
. . . T
v" Memory Unit selects response-level information
to control the global semantics in response and Mem?ry
tracks the word-level information for generating Unit
more detailed and less repeated response via a
gate operation.
d,

gatel* = o(Wy[rr,d:] + bm)
or = gatel o [r,,d;]

DAM: Deliberation, Abandon and Memory Networks for Generating Detailed and Non-repetitive Responses in Visual Dialogue




xT
v" The generated word xwith the maximum DAM cell
value in the probability distribution is 1 0,

selected as the predicted word.
Probability distribution is computed as:

P° = softmazx(w! o, + b,)

DAM: Deliberation, Abandon and Memory Networks for Generating Detailed and Non-repetitive Responses in Visual Dialogue




O__}O_ Variants of Deliberation Unit

» Guided by the question and current generated word state , Deliberation Unit captures more detailed information

from encoder-specific structures. n,

» To prove the effectiveness of DAM, we combine it with three typical encoders:

v" LF encoderl!] for the general feature fusion
v" MN encoderl!l for dialogue history reasoning

v DualVD encoderl? for visual-semantic image understanding

[1] Abhishek Das, Satwik Kottur, Khushi Gupta, Avi Singh, Deshraj Yadav, J ose M. F. Moura, Devi Parikh, and Dhruv Batra. Visual dialog. In CVPR,

pages 1080-1089, 2017.
[2] Xiaoze Jiang, Jing Yu, Zengchang Qin,Yingying Zhuang, Xingxing Zhang, Yue Hu, and Qi Wu. Dualvd: An adaptive dual encoding model for deep

visual understanding in visual dialogue. In AAAI 2020.

DAM: Deliberation, Abandon and Memory Networks for Generating Detailed and Non-repetitive Responses in Visual Dialogue




O__}O_ Variants of Deliberation Unit

» It mainly contains three steps:

v" Step 1: word-guided question information update (blue lines in the following figure)
v" Step 2: question-guided information update ( orange lines in the following figure )

v" Step 3: general feature fusion (green lines in the following figure )

K, . H . V.and M, |
Deliberation Unit with DualvVD

DAM: Deliberation, Abandon and Memory Networks for Generating Detailed and Non-repetitive Responses in Visual Dialogue




> Dataset

VisDial v1.0 : train set (120k) built on MSCOCO images,
test set (8k) and val set (2k) consist of dialogues on extra 10k COCO-like
images from Flickr.

> Evaluation Metrics

VisDial v1.0 : utilize retrieval metrics: MRR, R@k (k= 1, 5, 10) and Mean,
NDCG for more comprehensive analysis.
Lower value for Mean and higher value for other metrics are desired.

» Experiments
(1) Overall Results on VisDial v1.0

(2) Ablation study (including Human Study)

(3) Qualitative Analysis

DAM: Deliberation, Abandon and Memory Networks for Generating Detailed and Non-repetitive Responses in Visual Dialogue




» Compare with State-of-the-art

Table 1: Result comparison on validation set of VisDial v1.0.

Model MRR R@I R@5 R@I0 Mean NDCG
HCIAE-G [Lueral. 2017 49.07 39.72 5823 6473 1843 59.70
CoAtt-G [Wu et al., 2018] 49.64 40.09 5937 6592 17.86 59.24
Primary-G [Guo e al., 20191  49.01 38.54 59.82 66.94 16.69 -
ReDAN-G [Gan eral.. 2019]  49.60 39.95 59.32 65.97 17.79 59.41
DMRM [Chen efal., 20201 50.16 40.15 60.02 67.21 1519 -
LF-G [Das et al., 2017] 44,67 3484 53.64 59.60 2111 52.23
MN-G [Das et al., 2017] 4551 3540 5491 61.20 2024 51.86 } Baseline models
DualVD-G [Jiang et al., 20201 4978 39.96 59.96 66.62 17.49 60.08
LF-DAM (ours) 4508 3501 5448 6057 2083 52.68
MN-DAM (ours) 46.16 35.87 55.99 6245 19.57 52.82
Our models DualVD-DAM (ours) 50.51 40.53 60.84 67.94 16.65 60.93

v' Compared with the baseline models, our models outperform them on all the metrics, which indicates the
complementary advantages between DAM and existing encoders in visual dialogue.

v' DualVD-DAM outperforms DMRM on all the other metrics without multi-step reasoning, which is the

advantages in DMRM over our models.

DAM: Deliberation, Abandon and Memory Networks for Generating Detailed and Non-repetitive Responses in Visual Dialogue




» Ablation Study

We conduct extensive ablation study to verify the following key points:

v" The Effectiveness of Each Unit
v" The Effectiveness of Two-Level Decode Structure
v" The Effectiveness of Each Operation in Deliberation Unit

DAM: Deliberation, Abandon and Memory Networks for Generating Detailed and Non-repetitive Responses in Visual Dialogue




v The Effectiveness of Each Unit
Table 2: Ablation study of each unit on VisDial v1.0 validation set.

Base Model Model MRR R@]1 R@5 R@10 Mean NDCG
JLSTM 4443 3453 5355 5948 2133 51.99
—_— 2L-M 4477 34.85 54.06 60.03 21.13 52.04
OL.DM 4506 34.90 5424 6039 2087 52.58
J)L-DAM  45.08 35.01 54.48 60.57 20.83 52.68
JLSTM 4558 3527 5538 6154 19.96 5238
JL-M 45.67 3529 55.57 61.97 19.91 52.11
MN-DAM OL.DM 4577 35.53 55.40 62.05 19.95 52.51
J)L.DAM  46.16 35.87 55.99 62.45 19.57 52.82
JLSTM 4972 40.04 5952 6641 17.62 59.79
LM 50.09 4038 59.94 66.77 17.31 59.85
DualVD-DAM > bvr 5020 4033 6022 67.48 17.15 59.72
JL.DAM  50.51 40.53 60.84 67.94 16.65 60.93

1) 2L-DAM: this is our full model that adaptively
selects related information for decoding.

2) 2L-DM: full model w/o Abandon Unit.
3) 2L-M: 2L-DM w/o Deliberation Unit.
4) 2-LSTM: 2L-M w/o Memory Unit.

DAM: Deliberation, Abandon and Memory Networks for Generating Detailed and Non-repetitive Responses in Visual Dialogue




v" The Effectiveness of Two-Level Decode Structure

* Complementary Advantages

Table 3: Human evaluation of 100 sample responses on VisDial v1.0 validation set.

Model M1 1 M2 1  Repetition] Richness 1
RSL(DualVD-G): RSL only  0.60 0.47 0.20 0.03
WDL: WDL only 0.69 0.54 0.07 0.15
DualVD-DAM 0.75 0.61 0.01 0.13

* Information Compositive Mode

Image

Visualization of Memory Unit at Each

5

Are there trees on
the mountains?

Question

N Yes, yes, yes, yes
DualVD-G yes, yes. yes. yes.

rse. NNE WOOEE ONMONI ORDACRY B0

33.65%
35.48%

34.03%

44.39%

37.44%

wor [ NI AN A

Decoding Step

0.8
0.6
0.4
0.2

DualVD-DAM | Yes, in the backgr-
ound

Word Yes

in

the background

DAM: Deliberation, Abandon and Memory Networks for Generating Detailed and Non-repetitive Responses in Visual Dialogue




v The Effectiveness of Each Operation in Deliberation Unit

Table 4: Ablation study of Deliberation Unit on VisDial v1.0 validation set.

Model MRR R@] R@5 R@10 Mean NDCG
I-S 50.01 40.25 59,78 66.76 17.67 59.09
I-V 50.03 40.30 59.34 66.90 17.34 58.93
I-SV 50.13 40.34 60.09 67.06 17.34 59.51
H 50.19 40.36 60.09 66.96 17.27 59.92
DualVD-DAM  50.51 40.53 60.84 67.94 16.65 60.93

1) I-S only uses semantic-level image information for information selection.
2) I-V only utilizes visual-level image information for information selection.

3) I-SV jointly exploits semantic and visual information for information selection.

4) H only leverages dialogue history for information selection.

DAM: Deliberation, Abandon and Memory Networks for Generating Detailed and Non-repetitive Responses in Visual Dialogue




Qualitative Analysis

v Response generation quality

Image + Caption

Question

Human Responses

DualVD-G

DualVD-DAM

C: A cheerful older gentleman with his hands on his hips is
smiling at the camera.

Q1: How old is the gentleman?

A1: About 60.

A1: Maybe in his face is in his face is in his face is in
his face is in his face.

Al: He ’s in his 60s.

Q2: Is he happy or sad?

A2: Looks very happy.

A2: He looks like he looks like he looks like he
looks like he looks like he looks like he looks.

A2: He looks happy.

Q3: Is he giving attitude or having fun?

A3: Having fun.

A3: He looks like he looks like he looks like he
looks like he looks like he looks like he looks.

A3: Having fun and he looks
like he is posing for the picture.

Q4: What is the man wearing?

A4: Suit coat and
pants with tie.

A4: Shirt and a suit and a suit and a suit and a suit
and a suit and a suit and.

A4: A suit and tie.

C: A woman playing tennis with the ball in mid-air in front
of her and the rackef raised with her arm across her body in
front of a sponsored grandstand.

Q1: Do you see a lot of people?

Al: Just 3.

Al: Isee3.

Al: I see 3 people.

Q2: What is the tennis player wearing?

A2: White tennis dress.

A2: White shirt and a white shirt and a white shirt and
a white shirt and a white shirt and a.

A2: A white tennis dress and
ten-nis shoes

Q3: What color is her tennis racket?

A3: Black.

A3: Red and red and red and red and red and red and
r-ed and red and red and red and.

A3: Black and white.

Q4: Is she wearing a hat?

A4: A visor.

A4: A visor.

A4: A visor.

Figure: Qualitative results of DualVD-DAM comparing to Human Responses and DualVD-G.

DAM: Deliberation, Abandon and Memory Networks for Generating Detailed and Non-repetitive Responses in Visual Dialogue




» Qualitative Analysis

v" Information selection quality

Dialogue History

Visualization

Question

C: A tarmac with a lot of large blue and white planes parked.
Q1: Are there people? Al: I see 2 people.

Q2: 1s it sunny? A2: It looks like a clear day, yes.

Q3: Are there clouds? A3: A couple of clouds, yes.

Q4: Are the planes big? A4: They look like large passenger planey.
QS: Are there people boarding? AS: No.
Q6: Are there any bags? A6: No.

" e AT N

Is there a building?

DualVD-G

No.

DualVD-DAM

There are some buildings in the background.

C QA1 QA2 QA3QA4 QA5 QA6 QA7

there

C QA1 QA2 QA3QA4 QA5 QA6 QAT

buildings

C QA1 QA2 QA3QA4 QA5 QA6 QA7

backgrounds

Figure: Visualization of the evidence when generating the response by DualVD-DAM. The essential visual regions and dialogue
history for answering the question are highlighted in the last three columns. The attention weights of visual regions and dialogue
history are visualized, where clearer region and darker orange color indicates higher attention weight.

DAM: Deliberation, Abandon and Memory Networks for Generating Detailed and Non-repetitive Responses in Visual Dialogue
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