MR SIESHESHNER ST RN

202059820H 15:30-18:00

EBS , FEIETIKRFTR/INZFR

5" H : Richer and Deeper: Vision and Language Understanding with
Richer Visual Content and Deeper Non-visual Knowledge

REHIZE : In this talk, I will introduce two recent works on vision and language
understanding. The first one is a question-conditioned graph attention network
for TextVQA, which is capable of reasoning over a heterogenous graph with text
and object nodes. The second one is a dataset and pipeline that performs
referring expression understanding using external commonsense knowledge. By
incorporating more visual and non-visual information, we see an increasingly
comprehensive visual reasoning ability.
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RERIE : Referring Expression Comprehension

IREHEEE : 518K AIBHR ( Referring Expression Comprehension ) B S5iES3EX
THEPRIIRJAFTIRE , & localization 1 segmentation FMN3Z , JWFEEEH=RAF
TENEGRHEESFEFMABEES Y. Localization 33ZRIERGEZRBAMM RIS |
BRSRRIEESR , [ segmentation IZBNERAEZRETFSIESISURS | RZFA
IBESEEHIT ETIGEIRMEERNEED. EFXTEHR , 2% EiRER N X A0 RE
RGE , IRFHERYTF referring expression FIBfREEN.
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HREHAE : MiE-iBF ( Vision-and-Language ) [RERIEERAEFEHRIIM—NHTIRE
XSl AL EiREESA Image Captioning , Visual Question Answering PAR
Referring Expression. HEIfFRZLEMPERL ZEFPEZETFRERS , (kEWURKE
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IREIE : Few-Shot Image and Sentence Matching via Aligned Cross-Modal
Memory

IREHE : The task of image and sentence matching has attracted much
attention recently, and many effective methods have been proposed to deal with
it. But its intrinsic few-shot problem, i.e., uncommonly appeared instances and
words in images and sentences cannot be well associated, is usually ignored and
seldom studied, which has become a bottleneck for further performance
improvement in real applications. This talk will introduce our recent work on the
few-shot image and sentence matching, by proposing an Aligned Cross-Modal
Memory (ACMM) model to handle it.
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IREHIZE : Vision and language are two fundamental capabilities of human
intelligence. Humans routinely perform tasks through the interactions between
vision and language, supporting the uniquely human capacity to talk about what
they see or hallucinate a picture on a natural-language description. Image
captioning, as one of the hottest task in such type of research, is to
automatically produce a natural-language sentence that describes the image
content. The talk will briefly review existing innovations on this topic, covering
three bases of visual perception via encoder, language modeling through
decoder, and the multi-modal interaction in between. Moreover, we will also
discuss the reflection on what is likely to be the next big leap in captioning.
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