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Visual Question Answering. The typical solutions for
VQA are based on the CNN-RNN architecture [Malinowski
et al., 2015] and leverage global visual features to repre-
sent image, which may introduce noisy information. Vari-
ous attention mechanisms [Yang et al., 2016; Lu et al., 2016;
Anderson et al., 2018] have been exploited to highlight vi-
sual objects that are relevant to the question. However, they
treat objects independently and ignore their informative rela-
tionships. [Battaglia er al., 2018] demonstrates that human’s
ability of combinatorial generalization highly depends on the
mechanisms for reasoning over relationships. Consistent with
such proposal, there is an emerging trend to represent the
image by graph structure to depict objects and relationships
in VQA and other vision-language tasks [Hu et al., 2019b;
Wang et al., 2019a; Li et al., 2019b]. As an extension, [Jiang
et al., 2020] exploits natural language to enrich the graph-
based visual representations. However, it solely captures the
semantics in natural language by LSTM, which lacking of
fine-grained correlations with the visual mtormation. 10 g0
one step further, we depict an 1mage by multiple layers of
graphs from visual, semantic and factual perspectives to col-
lect fine-grained evidence from different modalities.
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Fact-based Visual Question Answering. Human can eas-
ily combine visual observation with external knowledge for
answering questions, which remains challenging for algo-
rithms. [Wang et al., 2018] introduces a fact-based VQA
task, which provides a knowledge base of facts and associates
each question with a supporting-fact. Recent works based
on FVQA generally select one entity from fact graph as the
answer and falls into two categories: query-mapping based
methods and learning based methods. [Wang et al., 2017] re-
duces the question to one of the available query templates and
this limits the types of questions that can be asked. [Wang et
al., 2018] automatically classifies and maps the question to
a query which does not suffer the above constraint. Among
both methods, however, visual information are used to ex-
tract facts but not introduced during the reasoning process.
[Narasimhan er al., 2018] applies GCN on the fact graph
where each node is represented by the fixed form of image-
question-entity embedding. However. the visual information
is whollv provided which may introduce redundant informa-
tion for Dredlctlon In this paper. we decipt an image by multi-
layer graphs and perform cross-modal heterogeneous graph
reasoning on them to capture complementary evidence from
different layers that most relevant to the question.

_Heterogeneous Graph Neural Networks. Graph neu-

N tum in the last fi
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Brapirs, TIECTUEENCUUS Zrapirs dic more common in the real
world. [Schlichtkrull et al., 2018] generalizes graph convo-
lutional network (GCN) to handle different relationships be-
tween entities in a knowledge base, where each edge with
distinct relationships is encoded independently. [Wang et al.,
2019b; Hu et al., 2019al propose heterogeneous graph atten-
tion networks with dual-level attention mechanism. All of
these methods model different types of nodes and edges on
a unified graph. In contrast, the heterogeneous graph in this
work_contains_multinle lavers of subgraphs and each laver
consists of nodes and edges coming from different modali-
ties. For this specific constrain, we propose the intra-modal
and cross-modal graph convolutions for reasoning over such
multi-modal heterogeneous graphs.
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Mucko: Multi-Layer Cross-Modal Knowledge Reasoning for Fact-based Visual
Question Answering
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Figure 2: An overview of our model. The model contains two modules: Multi-modal Heterogeneous Graph Construction aims to depict an
image by multiple layers of graphs and Cross-modal Hetegeneous Graph Reasoning supports intra-modal and cross-modal evidence selection.
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: Multi-modal Heterogeneous Graph Construction aims to depict an
Reasoning supports intra-modal and cross-modal evidence selection.
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froo : r(f) € {r:} ({#:} contains top-3 predicted relation-
ships in experlmenls) Then a fact graph GF = (VF £F) is
built upon f,.¢; as the candidate facts can be naturally orga-
nized as graphical structure. Each node v/ € V' denotes
an entity in f,..; and is represemed by GloVe embedding of
the entity, denoted as v - Each edge ¢f [} € €7 denotes the
relationship between 1' " and rj "and is repre.semed by GloVe
embedding 7;;. The lopologncul structure among facts can be
effectively exploited by jointly considering all the entities in
the fact graph.

Since each layer of graphs contains modality-specific knowfj-
edge relevant to the question, we first select valuable evj-
dence independently from the visual graph, semantic graj

and fact graph by Visual-to-Visual Convolution, Semantig-
to-Semantic Convolution and Fact-to-Fact Convolution r§-
spectively. These three convolutions share the common opeff-

where ¢; 1s a visual concept n the image, €3 1S an attribute
or phrase and r represents the relationship between e; and
es. The key is to choose a correct entity, i.e. either e; or
€2, from the supporting fact as the predicted answer. We first
introduce a novel scheme of depicting an image by three lay-
ers of graphs, including the visual graph, semantic graph and
fact graph respectively, imitating the understanding of various
properties of an object and the relationships. Then we per-
form cross-modal heterogeneous graph reasoning that con-
sists of two parts: Intra-Modal Knowledge Selection aims
to choose question-oriented knowledge from each layer of]
graphs by intra-modal graph convolutions, and Cross-Modal
Knowledge Reasoning adaptively selects complementary ev-
idence across three layers of graphs by cross-modal graph
convolutions. By stacking the above two processes multiple
times, our model performs iterative reasoning across all the
modalities and results in the optimal answer by jointly ana-
lyzing all the entities. Figure 2 gives detailed illustration of

our model.

| 3.1 Multi-Modal Graph Construction | °
Visual Graph Construction. Since most of the qu¢
in FVQA grounded in the visual objects and their re
ships, we construct a fully-connected visual graph to
nt such evidence at appearance level. Given an image @
toidentify a set of ¢

L, (K =36), where each object o; is

(5 = >{01
with a visual feature vector v; € R (d, = 2048), a spatial
feature vector b; € R% (d, = 4) and a corresponding label.
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Snecificallv h. = [r. 2. an. h.] where (. 1. h. and
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node set and each node 1" corresponds to a deleued object

. The feature of node v} is represented by v}". Each edge
(,‘j € £V denotes the relauve spatial relauonshlps between
two objects. We encode the edge feature by a 5-dimensional
vector, i.e. 1', = [ (R T 2 7"‘,%, %L ',', ;:]

Semantic Graph Construction. In addition to visual in-
formation, high-level abstraction of the objects and relation-
ships by natural language provides essential semantic infor-
mation. Such abstraction is indispensable to associate the vi-
sual objects in the image with the concepts mentioned in both
uestions and facts. In our work, we leverage dense captions

son er al.,

tics in an image, ranging from the properlles of a single ob-
ject (color, shape, emotion, etc.) to the relationships between
objects (action, spatial positions, comparison, etc.). We de-
cipt an image by D dense captions, denoted as Z = {z;}2,
where z; is a natural language description about a local re-
gion in the image. Instead of using monolithic embeddings to
represent the captions, we exploit to model them by a graph-
based semantic representation, denoted as G¥ = (V°, £9),
which is constructed by a semantic graph parsing model [An-
derson et al., 2016]. The node v’ € V' represents the name
or attribute of an object exlmc!ed from the captions while the
edge e, € &5 represents the relationship between v¥ and

AR SRR
RIEZHE—E
Ei >
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EI] d_]*}l*ﬂ E * > assign a similarity
-‘R ased on the similar-

retained, denoted as

fum A relation \ype classifier is trained additionally to fur-
ther filter the retrieved facts. Specifically, we feed the last
hidden state of LSTM to an MLP layer to predict the rela-
tion type 7; of a question. We retain the facts among fygo
only if their relationships agree with 7, i.e. f.o = f €

ations but differ'in their node and edge representations corre-
sponding to the graph layers. Thus we omit the superscript
of node representation v and edge representation 7 in the rest
of this section. We first perform attention operations to high-
light the nodes and edges that are most relevant to the ques-
tion ¢ and consequently update node representations via intra-
modal graph convolution. This process mainly consists of the
following three steps:

Question-guided Node Att

e first evaluate the
X b the question by at-
tention mechanism. The attention weight for v; is computed
as:

o = softnmx(wz.tanll(lel +Wagq)) (1)

where W;,W, and w,, (as well as W3,..., Wy, wy, w,. men-
tioned below) are learned parameters. q is question embed-
ding encoded by LSTM.

Question-guided Edge Attenti der the guidance of
: ce of edge ¢;; con-

slramed by the neighbor node v; regarding to v; as:

;3JL = softmax(w; tanh(Wsv/| + Waq')) )
W [”w"u] q' = Wg[v;, q] and [, -] denotes
ion 5

iven the node and
and Eq. 2, the node

renresentations of each laver of or: mh\ are undated following

E%Lﬁﬁ&hﬂFm

m; = Z Bjiv] 3)

JEN:
©; = ReLU(Wz[m,;, a;v;]) 4)

where N is the neighborhood set of node v;.

We conduct the above intra-modal knowledge selection on
GY, g% and G* mdependenlly dnd obtain the updated node
representations, denoted as {) 1_1 R {'v“},_l and {of }\°
accordinolv

3.3 Cross—Modal Knowledge Reasoning

plementdry evnden(.e from visual, semantic dnd factual in-
formation. Since the answer comes from one entity in the

fact graph, we gather complementary information from visual
graph and semantic graph to fact graph by cross-modal con-
volutions, including visual-to-fact convolution and semantic-

o-Jact convolution. Fnally, a fact-to-fact aggregation 1S per-
formed on the fact graph to reason over all the entities and
form a global decision.
Visual-to-Fact Convolution. For the entity 1,’ in fact
graph, the attention value of each node :'J" in the visual graph
w.r.t. v!" is calculated under the guidance of question:
i U+ Wolof q))  (5)
The complementary information m)""' from visual graph
for 1,’ is computed as:

= softmax(w, tanh(Wsv;

mit =3 ey ©)
JENV
S tic-to-Fact Convoluti The complementary infor-

mation m$7 from the semantic graph is computed in the
same way as in Eq. 5 and Eq. 6. X
Then we fuse the complementary knowledge for n{' from
three layers of graphs via a gate operalion'
gatel =0 Wm[m m” A’] 7
= Wui(gate; o [m}*,m}*,5{]) ®)
where ¢ is sigmoid function and “o” denotes element-wise
product.

Fact-to-Fact Aggregation. Given a set of candidate enti-
ties in the fact graph G¥, we aim to globally compare all the
entities and select an optimal one as the answer. Now the rep-
resentation of each entity in the fact graph gathers question-
oriented information from three modalities. To jointly evalu-
ate the possibility of each entity, we perform the attention-
based graph convolutional network similar to Fact-to-Fact
Convolution introduced in Section 3.2 to aggregate informa-
tion in the fact graph and obtain the transformed entity repre-
sentations.

We iteratively perform intra-modal knowledge selection
and cross-modal knowledge reasoning in multiple steps to ob-
tain the final entity represenmlions After T' steps, each en-
tity representation v’( captures the structural information
within 7"-hop nelghborhood across three layers.

I 3.4 Learning I
The concatenation of entity representation ELF(T) and ques-
tion embedding q is passed to a binary classifier to predict its
probability as the answer , i.e. §; = [;,)([17:' @, q|). We apply
the binary cross-entropy loss in the training process:

bo==> [a-gmgi+b-(1-y)In(1=G)]
iENF

where y; is the ground truth label for 1' " and a, b represent

loss function weights for positive and neguuve samples re-

spectively. The entity with the largest probability is selected

ac the final ancwer
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